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Highlights

• Optimized machine learning pipelines for Sepsis early prediction are proposed.
• The models are fitted on the 2019 PhysioNet/Computing in Cardiology Challenge dataset.
• The models achieved comparable performance to the best methods of the challenge.
• A new method for increasing the interpretability of machine learning models is proposed.
• Interpretable information was extracted from the proposed model.
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Abstract

Objectives: Sepsis is a life-threatening condition which is responsible
for a high proportion of intra-hospital deaths and related healthcare costs
each year. Early detection and treatment of sepsis episodes is critical, since
an early treatment may highly improve prognosis. This study proposed an
original method to increase the interpretability of a set of machine learning
models for the early detection of sepsis onset.

Material and methods: Open data from the electronic medical records
of 40,336 patients monitored in intensive care units (ICU), provided by the
PhysioNet/Computing in Cardiology Challenge 2019 is used in this paper.
We proposed a method including data preprocessing, feature engineering,
model construction and tuning, as well as an original interpretability analysis
method for the final stage.

Results: A total of 24 models were developed and analyzed. The best
model, based on 142 features achieved a 0.4274 utility score. The best com-
pact model integrates only 20 selected features, and provided a utility score
of 0.3862. Meanwhile, the proposed sensitivity analysis method allows for
the identification of the most relevant markers to early detect the onset of
sepsis, as well as their interdependence and relative importance on the final
decision.

Conclusion: A set of optimized machine-learning models were proposed
for predicting sepsis early in a real-time way with high performance, and
interpretable information including the most significant biomarkers were an-
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alyzed through novel interpretability method.

Keywords: intensive care unit (ICU), random forest, explainable AI,
sensitivity analysis

1. Introduction

Sepsis is a life-threatening condition that is caused by a dysregulated
hosts’ immune response to infection when the body becomes seriously in-
fected, leading to tissue damage, organ failure, or death [1–3]. According
to the recent report of the Center for Disease Control (CDC), more than
one-third of patients who die in hospitals in the USA suffer from sepsis [4].
Sepsis is also regarded as a costly syndrome because the cost of its man-
agement accounts for more than 13% of the U.S. healthcare expenses per
year [5]. Overall, sepsis is a major public health concern that leads to high
morbidity, high mortality, and expensive healthcare costs [6].

The syndromic nature of sepsis often complicates identification and di-
agnosis, which can further contribute to delays in treatment. Two recent
studies have emphasized the importance of early detection and treatment of
sepsis and have shown that delayed antibiotic treatment of sepsis leads to
increased mortality [7, 8]. The effect is more significant for patients with
septic shock, which indicates that the delay per hour is associated with an
increase of 3.6− 9.9% per hour in mortality [9].

Traditionally, many general-purpose illness severity scoring systems such
as Acute Physiology and Chronic Health Assessment (APACHE II), Sim-
plified Scoring of Acute Physiology (SAPS II), and the Sequential Rating
of Organic Failure (SOFA) have been widely used to identify sepsis. These
scoring systems monitor laboratory values and vital signs such as heart rate
(HR), the fraction of inspired oxygen (FiO2), etc., and give overall scores
with threshold-based methods. However, sepsis is a dynamic condition, and
these standard scores usually cannot meet the needs of emergencies, that is,
to detect sepsis as early as possible to obtain effective treatment, as well as to
distinguish patients with specific diseases with high sensitivity and specificity.

Recently, massive data from electronic medical records (EMR) acquired
from “real-life” intra-hospital information systems have become publicly avail-
able, to support research in this field. The MIMIC (Multiparameter Intelli-
gent Monitoring in Intensive Care)–II Clinical Database has been widely used
for developing predictive models. Katharine et al. [10] analyzed routinely
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available data and developed “TREWScore” by training a Cox proportional
hazards model with lasso regularization. TREWScore achieved a AUROC of
0.83 for identifying patients who will develop septic shock before the clinical
onset time. Calvert et al. [11] developed and applied a simplified sepsis early
warning algorithm, InSight, to identify patients with sepsis, severe sepsis
and septic shock by implementing a gradient boosting tree algorithm. In-
sight was trained on MIMIC-II dataset and part of UCSF dataset following
the international consensus definitions for sepsis in 2001. This work reported
predictions of sepsis 4 hours before the onset of the event, with an AUROC
of 0.92 on the remaining UCSF test data, exceeding or rivaling that of exist-
ing biomarker detection methods. With the further understanding of sepsis
in the medical and scientific communities, the definition and diagnostic cri-
teria of sepsis have been further upgraded to Sepsis-3 [1], and the clinical
demand for early prediction of sepsis has become more urgent. In response
to this call, Shamim et al. [12] used data available in the ICU in real-time
from two Emory University hospitals and passed variables to the Artificial
Intelligence Sepsis Expert (AISE) algorithm. Using a modified Weilbull-Cox
proportional hazards model, AISE can accurately predict the onset of sepsis
in an ICU patient 4 to 12 hours prior to clinical recognition on validation
cohort (MIMIC-III ICU dataset [13]) with AUROC in the range of 0.83–0.85.
A recent study [14] for early detection of sepsis was implemented on a seven-
year-period data from multiple Danish hospitals. They presented a deep
learning system combining a convolutional neural network and a long short-
term memory network with performance ranging from AUROC 0.758-0.856
(24 to 3 hours before sepsis onset).

However, even though a number of interesting rule-based machine learn-
ing and deep learning models have been proposed, the relative strengths and
weaknesses of algorithmic approaches are unclear for some reasons [6]. On
one hand, researches developed and validated their algorithms with differ-
ent patient cohorts with different clinical variables and labels arising from
different clinical criteria for sepsis. On the other hand, different studies of-
ten employed different evaluation metrics that are not explicitly designed
for sepsis prediction task. To solve this problem, the PhysioNet/Computing
in Cardiology Challenge 2019 provided a common problem statement using
the same clinical variables and sepsis criteria, and devised a novel evalua-
tion metric that addresses these issues and could be generally applicable to
predicting infrequent events in time series data [6].

Many excellent algorithms that offered valuable references for our work
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have been proposed in the framework of this Challenge. Morrill and col-
leagues [15] extracted signature-based features from the time series as inputs
to represent the longitudinal effects of sepsis and train the early prediction
model. Their proposed algorithm won the highest official score on the utility
function. Yang et al. [16] implemented a series of feature extraction strate-
gies to obtain a total of 168 variables as input for machine learning phase.
Their XGBoost classification model ranking the first in the Challenge (un-
official score), then, was developed and was further improved by a Bayesian
optimizer and an ensemble learning framework. Zabihi’s team [17] also uti-
lized XGBoost as their base learner. They ensembled five XGBoost models
to further improve the prediction results after feature engineering. Lyra et
al. [18] developed a the optimized Random Forest model to make the pre-
diction results better. In addition, deep learning algorithms were also widely
used in the Challenge, because they are feature extraction-free and some al-
gorithms include memory cells, which are also very suitable for time-series
related tasks. The TASP algorithm proposed by Li et al. [18] employed
the recurrent neural network (RNN) to capture the long-term dependence
factors in the patients’ time series data, and finally won the fourth place in
the Challenge. Besides, there are other many studies using LSTM, GRU or
auto encoder as prediction models to address early prediction task of sepsis
[19–21]. After the Challenge, a Smart Sepsis Predictor (SSP) system was
trained, validated and tested on the shared data from Challenge 2019 in or-
der to assess whether the patient is suspected of sepsis or not. The SSP was
a deep network inserted LSTM, convolutional, and fully connected layers.
The performance in Mode 1 (only demographics and vital signs) and Mode
2 (full features) achieved an AUROC of 0.89 and 0.92 for 4 h before sepsis
onset, respectively.

Nevertheless, the fundamental need for early and reliable identification
of sepsis remains unmet [22]. Moreover, the interpretability of the proposed
models should be improved in order to increase the clinical adoption rate of
these methods by the medical community and to ease audit and regulatory
activities. In this work, we use this set of open data to propose a machine
learning pipeline, based on a Random Forest classifier, for early predicting the
onset of sepsis, followed by an original approach to increase the explainability
of the underlying model.
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2. Material and methods

2.1. Dataset Description and Analysis

Publicly available data and annotations for a total of 40, 336 patients
(2, 932 septic patients and 37, 404 non-septic patients) were collected from
two independent U.S. hospital systems with distinct Electronic Medical
Record (EMR) systems: Beth Israel Deaconess Medical Center (hospital sys-
tem A) and Emory University Hospital (hospital system B). These data were
collected over the past decade with approval from the appropriate institu-
tional review boards [6]. Each patient has 8 hours to 2 weeks’ hourly time
window of records. Altogether, this dataset included over 1.55 million hourly
time windows and 18 million data points.

The Challenge data consist of 40 heterogeneous clinical variables, includ-
ing 8 vital sign summaries, 26 laboratory values, and 6 demographic descrip-
tions (Appendix: A). As for the annotations, the data are labeled according
to Sepsis-3 [1] clinical criteria, based on an acute increase in total SOFA
score, consequent to the infection. The definition of the clinical onset time
of sepsis has been taken as proposed for the Challenge, and is described in
detail in [6]. Furthermore, as introduced in [6], assuming that t∗ is the clin-
ical onset time of sepsis, then, for septic patients, the labels are set to ‘1’ if
t ≥ t∗ − 6, where the time of (t∗ − 6) is defined as the optimal prediction
time. The labels are set to ‘0’ otherwise. Also, the labels are set to ‘0’ for
non-septic patients at all the time points (Figure 1).

Figure 1: Clinical expert annotations for septic patients. t∗ represents the clinical onset
time of sepsis.

Table 1 shows the summary of the dataset, where the unbalancing distri-
butions between sepsis and non-sepsis are evident (7.26% patient-wise sepsis
prevalence and 1.8% sample-wise sepsis prevalence) and it contains a signif-
icant amount of missing values (∼70% missing).

Figure 2 shows histograms of each original variable in the dataset, in
which the subtitles of subgraphs indicate the record densities. For each
feature, red bins stand for patients with sepsis while green bins represent

5



Table 1: Summary of the public dataset.

Hospital system A B Overall

Number of patients 20,336 20,000 40,336

Number of septic patients 1,790 1,142 2,932

Sepsis prevalence 8.8% 5.7% 7.3%

Number of rows 790,215 761,995 1,552,210

Number of entries 9,505,801 9,070,444 18,576,245

Density of entries 30.1% 29.8% 29.9%

non-septic patients. Specifically, among the recorded variables, most vital
signs were updated on an hourly basis in most patient records and have
approximately more than 85% value density, except for Temperature (Temp)
of 34%, Diastolic blood pressure (DBP) of 69%, and End-tidal carbon dioxide
(EtCO2) of 3.7%. For laboratory values, except for Glucose missing value
of 83%, the other variables were collected with less than 10% density. Both
of the two administrative identifiers for ICU unit (Unit 1 and Unit 2) miss
nearly 39% of the values, while the remaining four variables (Age, Gender,
HospAdmTime and ICULOS) are fixed variables for the demographics.

Serious data imbalance and missing data are two characteristics of this
“real-life” quality dataset. The third characteristic is that the sampling time
of each patient is inconsistent and random. More specifically, the longest
hourly time windows of data are 336 recordings, and the shortest period
is 8 hours. Overall, these three characteristics of this database pose great
difficulty to the prediction of sepsis by using näıve models.

2.2. Data preprocessing

According to the characteristics of the database listed above, we imple-
mented two data preprocessing strategies to improve the data quality: miss-
ing value imputation and class balancing.

Imputation methods. Inspired by related works [15–17, 23, 24] and
considering the fact that our machine learning model cannot handle missing
values, we compared three imputation strategies.

1) A combination of forward filling and fixed-value imputation methods,
where the last valid observation is first used to fill the missing values,
and then the remaining missing values (if exist) are replaced with fixed
integers (such as 0) to act as placeholders without actual clinical signifi-
cance.
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Figure 2: Histogram of 40 raw variables on the whole database.

2) Same as 1) but replacing the integer placeholder by the mean values of
each variable from the training data.

3) Perform linear interpolation first and then apply forward filling strategy.

All these approaches can ensure that the static features (Age, Gender,
Unit1, and Unit2) are kept constant for a given patient, along the whole
acquisition time frame.

Data split. A total of 40, 336 patients’ clinical records were divided into
development set (85%) and test set (15%), where the class ratio is consistent
with the distribution of the original dataset. During the classification model
building process, four-fifths of the development set were used for training
while the remaining one fifth was used to validate performance and optimize
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Table 2: Dataset partition (patient-wise).

Septic Non-septic Total

Development set
(85%)

Train set (4/5) 1,993 25,434 27,427
Validation set (1/5) 499 6,359 6,858

Test set (15%) 440 5,611 6,051

Total 2,932 37,404 40,336

the hyperparameters of the models. Table 2 shows the details of the dataset
partitions used in this work.

Down-sampling. As mentioned above, the available dataset is seri-
ously imbalanced over two classes. In order to minimize the impact of class
imbalance on performance, we down-sampled the excessive instances of the
majority class with random seeds before constructing prediction models.

2.3. Feature Engineering

Apart from the original features after imputation, we designed three types
of features to explore more information in raw data, including 102 informative
features originated from missing patterns of raw variables, 30 time-series
features, and 8 empirical scores based on known rule-based disease severity
scoring systems.

Raw features. Among 40 original features provided by the Challenge, 8
vital signs and 26 laboratory measurements are time-varying variables, and 6
demographic variables are static and available for each record in the dataset
(except for administrative identifiers of Unit1/Unit2). For these original
features, multiple imputation strategies are adopted.

Informative missingness. Little[25] and Rubin [26] highlighted the
difference between three types of missing data mechanisms: Missing Com-
pletely at Random (MCAR), Missing at Random (MAR), and Not Missing
at Random (NMAR). And in [27], Lin et al. proved that introducing explicit
representations of data absence is useful for boosting model performance
when data is not missing at random. This implies that data missingness at a
given time does contain information value. For instance, a patient on which
nurses apply regular interventions may be associated with a mean poorer
signal quality, due to the patient movements evoked by the interventions.
We hypothesize that this information content on missingness is significant
in our database. Thus, we compute three missing data indicator sequences
to extract the hidden information beneath the measurement pattern. This
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process is performed on 34 time-varying variables (40 raw variables except
for six demographics).

1) Binary measurement mask: Indicate whether the measurement is avail-
able (‘1’) or missing (‘0’).

2) Measurement frequency vector: Record the number of available measure-
ments until the current time point.

3) Measurement time interval vector: Record the time intervals from the
previous measurement to the current time point when the current value
is missing. We set ‘−1’ when there is no preceding measurement or the
current value exists.

Window-based statistics. In order to better inspect the dynamic
changes in data, we propose window-based statistics calculated from time
series data. Most vital signs variables have the lowest missing rate and the
highest quality, and we choose HR, O2Sat, SBP, MAP and Resp for devel-
oping new features. According to [16], firstly, a six-hour sliding window is
applied to segment each record with a step of one hour. Then, six classical
statistics (maximum, minimum, mean, median, standard deviation, and dif-
ferential standard deviation) are calculated for each recording, in each time
window for the selected five variables.

Empirical scoring features. Some commonly accepted scoring systems
for quantifying health conditions and identifying sepsis patients are included
in this work to take clinically empirical criteria into consideration. Under the
rules of (Sepsis-related Organ Failure Assessment) SOFA [28] score, Platelets,
Bilirubin, Mean Arterial Pressure (MAP) and Creatinine represent the dys-
function of coagulation, liver, cardiovascular and renal systems, respectively.
When respiratory rate (Resp) ≥ 22/min and Systolic blood pressure (SBP)
≤ 100 mm Hg, the Quick SOFA (qSOFA) score is evaluated as 1, other-
wise 0. Besides, Heart rate (HR), Respiratory rate (Resp) and Temperature
(Temp) are scored according to the National Early Warning Score (NEWS)
[29] score. Therefore, a total of 8 scores are constructed from the variables
that are present both in the empirical scores and the available dataset.

2.4. Model Development

Random Forest. In this work, we choose a powerful ensemble super-
vised machine learning algorithm, Random Forest (RF) [30], which integrates
multiple decision trees and uses the Gini coefficient as a measure of purity
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to control the growth and division of the trees. Its advantage over a single
decision tree and other ML algorithms is the introduction of two random-
nesses: the sample set used to train each subtree is randomly selected from
all samples using the bootstrap resampling method; the set of split attributes
for each decision node in the subtrees is also randomly selected. This gives
RF excellent generalization performance. The output of the RF comes from
the majority vote of each subtree (for binary classification).

Model Training. Before building formal classification models, we first
used the grid search to find the best parameters greedily for RF by setting
1−Accuracy on the validation set as cost function. The main hyperparame-
ters include the number of CART trees, maximum features for each subtree,
maximum depth of subtrees, minimum samples on a node and a leaf, and
they are supposed to control subtree growth and pruning. Afterward, we set
the hyperparameters as the best ones obtained in grid search and re-train
classifiers, and we named these classifiers constructed with unfiltered features
as ‘Full’ models.

Meanwhile, we trained several classifiers on distinct subsets of features
(see Section 2.3) in order to explore the predictive ability of the additionally
extracted features and find out how newly introduced features influence the
performance.

Feature selection. During the construction of each subtree in RF, how
much each feature decrease the Gini impurity are measured, and the feature
with the highest decrease is selected for internal node. Meanwhile, for each
feature, we collected how on average it decreases the Gini impurity, and the
mean decrease over all trees in the whole forest is the measure of the variable
importance (VI), which can be used to estimate feature impact and select
the most significant variables [31]. In this work, this approach was applied
in order to i) sort VI generated from the full models in descending order of
significance, ii) determine the deletion ratio and iii) re-train new ‘Compact’
models integrating only the most relevant features.

Model evaluation. The Challenge proposed a specific metric to evalu-
ate the performance of early prediction models. It is the Utility score that
penalizes both late or missed identification of sepsis in septic patients as
well as wrong sepsis predictions in non-septic patients, and it rewards early
positive predictions in septic patients [6]. Specifically, for a true sepsis pa-
tient, the prediction model would be rewarded 1 if it can accurately predict
sepsis at the optimal prediction time. Both too early or too late prediction
would be rewarded less than 1 or even slightly penalized, and the utility
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score would decline as the prediction time moves further from the optimal
detection time. For a non-sepsis patient, wrong positive predictions would
be slightly penalized considering that this would result in alarm fatigue and
poor allocation of healthcare resources and attention. Likewise, non-sepsis
predictions in non-septic patients were neither rewarded nor penalized.

The utility score curve can be expressed as follows (Eq. (1)–(4)), in which
t∗ is the onset time of sepsis as defined in section 2.1. Then the utility score
is added up and normalized across all hourly time windows for one specific
patient, and it is called the overall utility score.

UTP (t) = −0.05I [t < t∗ − 6] +
(t− t∗ + 6)

6
I [t∗ − 6 ≤ t ≤ t∗]

+
9− t+ t∗

9
I [t∗ < t ≤ t∗ + 9]

(1)

UFN(t) = 0I [t < t∗]− 2 (t− t∗)
9

I [t∗ ≤ t ≤ t∗ + 9] (2)

UFP (t) = −0.05 (3)

UTN(t) = 0 (4)

Universal metrics of confusion matrix were also calculated for evaluating
all the hourly predictions across all patients. The confusion matrix is a matrix
that provides visualization of the performance of a classifier by showing dis-
tributions of classification results clearly. A series of indexes can be derived
from the confusion matrix, including accuracy (ACC) and F1-measure. Both
the area under the receiver operating characteristic curve (AUROC) and the
precision-recall curve (AUPRC) were used to further reveal the sensitivity
and specificity of the model. Here, we specified the patients as positive cases
if they were reported developing sepsis during their ICU stay and negative
cases if not [16].

2.5. Sensitivity Analysis

Sensitivity analysis is a powerful technique applied to multi-parametric
mathematical models in order to estimate the relative influence of each model
parameter or model input, and their inter-relation, on the output of the model
[32]. In this work, we propose to apply the same theory and methods beneath
sensitivity analysis for the estimation of the relative importance of each input
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feature on the output of a machine learning model. We hypothesize that such
a powerful analysis may be particularly useful to increase the explainability
of black-box machine learning methods.

Morris method [33] is a particularly interesting, “one-step-at-a-time” (OAT)
sensitivity analysis method. Morris method generates several random trajec-
tories in the parameter (input features) space. During this process, it does
not return to the original base point after perturbation but continues per-
turbing another dimension from the perturbed point, leading to an efficient
exploration for parameter space in given levels. The method is based on the
estimation of “Elementary Effects” (EE) that are associated with a given
trajectory in the parameter space. EE is a measure of the changes in the
output of the model Y (~x) related to a given trajectory, when perturbing one
parameter xk at a time. The elementary effect for parameter k (EEk) is
defined as follows:

EEk =
1

∆
[Y (x1, x2, . . . , xk + ∆, . . . , xK)− Y (x1, x2, . . . , xK)] (5)

where ∆ is a predefined variation. For each parameter (input feature) xk,
two essential statistical indicators are obtained from EEk. The first is the
absolute mean [34] that represents the linear effect of the variable xk on the
model output Y , defined as

µ∗
k =

1

nR

nR∑
r=1

|EEr
k| (6)

And the second is the standard deviation of the EEk from all the trajectories
and it indicates the presence of nonlinearity and/or interactions between
variables.

σk =

√√√√ 1

nR

nR∑
r=1

(EEr
k − µk)2 (7)

By examining the µ∗ of EEk, we can estimate a relative importance rank-
ing among parameters and, in turn, screen out non-influential parameters or
make a deeper exploration of each parameter’s influence on the model pre-
diction outcomes. Moreover, the analysis of σk gives an indication of feature
interactions, which cannot be correctly addressed with the VI method.
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The range of possible values for each variable that we are interested in
was derived from the development data. For each variable, we calculated its
first quartile Q1 and the third quartile Q3 respectively and then calculated
the maximum and minimum values by ignoring data points outside the range
of Q1 − 3.0 × (Q3 − Q1) to Q3 + 3.0 × (Q3 − Q1). To supplement, some
manual adjustments for the maximum and the minimum were conducted to
frame a more reasonable variable space.

3. Results

3.1. The sepsis early prediction model

The proposed models predict whether a patient in ICU will present sepsis
on an hourly basis. To compare the efficiency of 3 imputation strategies for
dealing with missing values (details in Section 2.3), we composed 3 sets of
development data. For each set of data, there are 8 groups of features to
be used for fitting RF classification models. Before constructing the model,
the negative class (non-sepsis) is in the absolute majority, so it was down-
sampled to balance with the positive class (sepsis), and there were a total of
∼ 37, 000 rows of hourly data for supervised learning and ∼ 9, 500 rows for
validation.

Table 3: Utility Scores of all models.

Feature Set R Only +IM +SW +ES

Development Set
F

(40)
C

(15)
F

(142)
C

(20)
F

(172)
C

(25)
F

(180)
C

(25)

ffill+0 0.38 0.37 0.42 0.37 0.40 0.37 0.40 0.36

ffill+mean 0.38 0.36 0.42 0.36 0.41 0.36 0.41 0.36

linear+mean 0.39 0.38 0.43 0.39 0.41 0.38 0.42 0.38

Feature set: R—Raw features, IM—Informative missingness features, SW—
Sliding window-based statistics, ES—Empirical scoring system based fea-
tures. Imputation strategies: ‘ffill+0’—Forward filling & zero imputation,
‘ffill+mean’—forward filling & mean values imputation, ‘linear+mean’: linear
interpolation & mean values imputation. F: Full, models built with unselected
variables. C: Compact, models built with selected variables based on correspond-
ing full models’ VI ranking. The numbers below ‘F’ and ‘C’ in the second row
are the numbers of features included in the corresponding model.

Hyperparameters in classifiers were tuned by grid search on the training
set and validation set. Overall utility scores on our test set of a total of 24
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Table 4: The results of the best models on the test set.
AUROC AUPRC Accuracy F1-measure Utility Score

Full 0.8465 0.1030 0.8188 0.1227 0.4274

Compact 0.8310 0.1131 0.7862 0.1080 0.3862

models are summarized in Table 3. As shown in the table, the “best Full
model”, which is comprised of raw features and informative missingness fea-
tures and that is trained with ‘linear+mean’ strategy-imputed development
data, achieved the highest utility score of 0.4272 on the test set, as well
as it realized the highest AUROC, accuracy, and F1-measure among the 24
models that we developed.

Figure 3 shows the ROC curve, PRC curve and the confusion matrix
for the “best Full model”. The variable importance was calculated during
the construction process of full models, which offers a reference to conduct
feature selection.

Among all compact models trained with top features, the “best Com-
pact model” is the one that trained with the top 20 features (accounting for
62.46% of the VI) defined by VI of the best full model, and it achieved the
utility score of 0.3862 on the local test set (see Table 4). It is expected that
such compact models provide lower performance than their corresponding
full models, since a significantly smaller variable set is included. In our re-
sults, the compact models’ utility scores are 0.01 to 0.06 lower than that of
the full models’, depending on different imputation approaches and feature
sets used. Moreover, results show that the best efficient imputation strategy
is the ‘linear+mean’ approach for fixing missing values.

The results listed in the first two columns of Table 3 titled “R Only”
belong to models constructed with raw variables from the available database
solely. With the introduction of informative missingness features, the utility
score of the full models increased significantly by ∼ 0.4. However, sliding-
window based statistics and empirical scoring systems based features did not
further improve the performance. On the other hand, the inclusion of new
variables has basically no effect on the performance of the compact models,
this may due to the limited and similar number of input feature dimensions.

Concerning patient-wise statistics, the “best Full model” correctly de-
tected 397 septic patients (sensitivity = 0.9023) while wrongly identifying
2, 613 non-septic patients as positive ones (specificity = 0.5343).

Figure 4 illustrates the VI ranking of the best compact model, in which
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Figure 3: Performance of the Best Full Model.
(a), ROC curve with a 0.8465 area under the curve score (the AUROC baseline is 0.5).
(b), PRC curve with a 0.1030 area under the curve (the AUPRC baseline is 0.018). (c),

Confusion matrix, the number annotated on each quadrant is the rows of samples.

Figure 4: Variable Importance ranking for the best compact RF model.
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ICULOS is the most significant variable, and 8 of those selected features
are raw features while 12 of them are informative missingness features. The
VI ranking of the best full model given in Supplementary Figure S1, where
ICULOS (length of stay in ICU) ranks first and is much greater than the other
features. Next comes the HR freq (measurement frequency of HR values) and
Temp (temperature). Using only the top 13 features are able to represent
more than half of the overall VI, while the last 47 features merely take 10%
of the VI altogether, which means that a high proportion of features do not
contribute to the prediction task and they are redundant.

Figure 5: Morris Sensitivity analysis results of the Best Compact Model.
The histogram shows the variable global sensitivity with error bars representing 0.95

confidence interval level of µ∗; and the scatters in the right display the distributions of
variables on the importance µ∗ versus interaction σ plane. The three lines represent

different ratios of σ and µ∗. The solid line is for the ratio equals 1.0, the dashed line has
a ratio of 0.5, and the dotted line has a ratio of 0.1.

3.2. Sensitivity analysis

For sensitivity analysis, we performed the Morris method on each compact
model. We obtained the global sensitivity and interaction factors of every
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variable. Results of the sensitivity analysis for the “best Compact model” are
displayed in Figure 5. Similar to the VI results, Temp, ICULOS and HR freq
occupy the top three places in terms of Morris analysis and their sensitivity
is higher on the classification output than for other variables. Furthermore,
Temp gains the largest importance value followed by ICULOS. ICULOS and
Temp are two features that have the highest interaction impacts, which im-
plies that there is an obvious interactional impact between these two features
and the remaining features. The top 20 most influential features for sepsis
early prediction computed by the Morris method are summarized in Table
5. 8 Raw features contributed to 56% of the overall impact (µ∗) and 60% of
the interaction (σ) while 12 IM features devoted to 44% and 40% of µ∗ and
σ, respectively. In addition, the mean and standard deviation of top features
are shown in Table 5. Naturally, for both sepsis and non-sepsis groups, there
is no significant difference in the mean and standard deviation of discussed
features between the development set and test set, because the data set was
split randomly. While the mean value of each top feature is quite discrimi-
nating between the sepsis and non-sepsis samples, e.g. the average Temp and
ICULOS values of sepsis data are markably higher than that of non-sepsis
data both in training set and test set. Besides, the standard deviation reflects
the dispersion of each feature’s distribution, the vast majority of the top fea-
tures’ standard deviation are showing obvious differences between positive
and negative samples.

4. Discussion

This paper provides two main contributions: the first one on the proposal
of optimized machine learning methods for early detection of sepsis and the
second one on novel methods to increase the interpretability of these methods.

Concerning the first point, a set of data processing and machine learn-
ing methods for the early detection of sepsis, based on Random Forests,
have been proposed, evaluated and optimized. 24 model variants have been
explored, while optimizing the feature sets and the handling of missing val-
ues. Among these, the best model, based on 142 features including 40 raw
features and 102 informative missingness features, shows the highest utility
score as well as the highest AUROC and recall/sensitivity. Only a small
partition of events is missed. In contrast, the specificity of the best model
is relatively low. Since the prevalence of events is low and the dataset is in-
clined to non-septic patients, it is difficult to achieve a low false-alarm rate.
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Table 5: Top 20 features for sepsis prediction based on Morris analysis. The values in the
table are standing for mean(std). Detailed descriptions and units of the top features are
listed in Appendix B.

Rank Features
Development Set Test Set

Sepsis Non-sepsis Sepsis Non-sepsis

1 Temp 37.15(0.92) 36.88(0.65) 37.17(0.95) 36.87(0.69)

2 ICULOS 55.27(58.64) 26.46(27.17) 57.88(62.28) 26.74(29.09)

3 HR freq 50.86(55.56) 23.51(25.69) 52.90(57.98) 23.54(26.61)

4 HR 91.25(18.90) 84.39(17.28) 88.16(19.12) 83.96(17.37)

5 FiO2 inte 7.10(23.26) 3.82(12.38) 6.62(21.42) 3.47(11.85)

6 O2Sat freq 49.68(54.55) 22.80(25.22) 52.04(57.48) 22.93(26.36)

7 Resp 20.27(6.18) 18.64(4.93) 19.95(6.51) 18.58(5.03)

8 MAP freq 50.01(54.96) 22.97(25.35) 52.09(57.21) 23.03(26.40)

9 PaCO2 inte 9.48(24.10) 4.52(12.42) 8.38(22.99) 4.46(13.33)

10 WBC 12.74(7.32) 11.28(6.48) 13.32(9.30) 11.28(8.29)

11 FiO2 freq 9.12(14.27) 2.72(6.06) 9.58(16.06) 3.01(7.32)

12 DBP freq 41.43(53.08) 18.64(25.00) 40.71(52.51) 18.37(24.90)

13 Resp freq 47.69(53.33) 22.02(24.37) 49.45(56.23) 22.08(25.80)

14 BUN 28.20(20.59) 23.26(16.96) 30.47(22.16) 22.67(18.53)

15 Creatinine 1.65(1.64) 1.46(1.54) 1.63(1.58) 1.43(1.72)

16 Lactate inte 13.76(31.51) 4.33(15.03) 12.90(31.70) 4.27(16.14)

17 Lactate freq 3.00(5.86) 0.97(2.83) 2.37(4.35) 0.88(2.37)

18 Creatinine freq 3.71(4.11) 1.71(1.92) 3.72(3.80) 1.74(2.58)

19 HospAdmTime -79.93(209.56) -58.77(187.95) -73.58(176.25) -52.12(125.09)

20 SBP freq 47.30(54.47) 22.44(25.12) 48.37(55.27) 22.31(25.73)
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Moreover, the utility score defined by the challenge is rewarding true positive
predictions way more than true negatives, and it is penalizing missing events
heavily compared to false alarms. This fact of encouraging to seek as many
as possible septic patients could explain why the models with high sensitivity
provide the best utility scores. It is interesting to note that this score has
been criticized since its initial proposal [21], but remains useful for compari-
son purposes with past works performed with this same database. Although
a direct comparison of our proposed model with respect to those proposed in
the Challenge is not possible, due to the fact that final evaluation dataset is
not public, the performance provided by the model proposed in this paper is
comparable to that published by the best teams of the challenge during the
learning phase (Table 6).

Table 6: The results of the best teams’ models of the Challenge on the shared dataset.

Rank in the Challenge ACC AUROC AUPRC F1-measure U-Score

Unofficial 1 [16] 0.818 0.847 - - 0.425

Official 1 [15] - - - - 0.430

Official 2 [24] 0.858 0.834 0.111 0.133 0.400

Official 3 [17] 0.844 0.8333 - - 0.4281

Official 4 [23] - - - - 0.4149

Our best Full model 0.8188 0.8465 0.1030 0.1227 0.4274

We have also proposed a compact model, which is based on 20 features
from the most important variables in the best Full model. This compact
model provided a lower utility score but higher specificity and AUPRC. These
results were derived from an independent patient group and demonstrated
comparable performance as in the development data. This model is particu-
larly interesting, in our sense, due to its compactness and has been retained
for the sensitivity analysis phase.

A final interesting result in the model construction phase of this work is
related to the informative function embedded into missing values (or low-
quality data segments). Indeed, results show that the models integrating
informative missingness features provide better performance than the other
approaches. Specifically, two of the informative missingness features: the
measurement frequency features and the measurement time interval features,
when sum up, are of great impact to discriminate the spetic patients, while
the binary masks indicating the absence of measurements provide trivial
information. In the best full model (include raw features and informative
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missingness features), the “frequency” IM features account for nearly 40%
of the variable importance based on RF and the “interval” features take up
about 14.5%, and most of them rank high among all features. When adding
the other two features—window-based statistics features and empirical scor-
ing features, informative missingness features are still the dominant features
of the three sets of newly introduced variables, even if the total variable im-
portance of informative missingness features decrease marginally (∼ 5% of
decline). In the model with “R+IM+WS” features, window-based statistics
make up for approximately 16% of variable importance, which is only one
third of that of informative missingness’s. Similarly, with the introduction of
empirical scoring features, the proportion between informative missingness
features’ variable importance and window-based statistics features’ variable
importance keep almost the same, while empirical scoring sets of features
have no apparent contribution to the prediction (only ∼ 0.27%).

The second contribution of this paper is the thorough study of feature
importance and sensitivity analysis in order to give insight on the inter-
pretability of the model. Indeed, reliable onset time prediction of sepsis using
AI models with interpretable and quantitative clinical biomarkers remains a
priority for both clinicians and healthcare decision support [35].

From a methodological standpoint, we have shown that the classical RF-
based variable importance and the proposed sensitivity analysis methods pro-
vide complementary information. In the first case, VI is established through
calculating the normalized decrease Gini impurity for a given variable in the
learning phase. In the proposed sensitivity analysis approach, the signifi-
cance of a variable is estimated on the impact of a modification of its value
on the classification output. This impact is estimated both on the mean
direct effect of a given variable and from the interactions of this variable
with the others. Within the top 10 variables, Temp, ICULOS, HR freq, HR,
FiO2 inte, O2Sat freq and WBC are common between these two approaches,
but their order is not the same. Our analysis shows, for instance, that vari-
ations on the observed temperature (Temp) are by far the most sensitive
source of information for the proposed model for the estimation of Sepsis.
The role of temperature monitoring is widely known in this application field.
Our method highlights the importance of monitoring temperature variations.
More interestingly, two other physiological parameters are highlighted not
only for their direct impact, but also for their interactions: HR and Res-
piration. Although the role of HR is known from the literature on sepsis
detection, the interest in respiratory analysis and, more importantly, on the
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interactions between HR and respiration is more recent in the literature. Ad-
vanced analysis of HR and respiratory time-series are of major importance in
this field. However, this requires a much higher observability rate, in order
to obtain meaningful HR and respiratory time-series, as well as an increased
data quality. Variables regarding the frequency and the intervals of observa-
tion of physiological variables are more related to the observation interest of
a given individual and provide significant information on the attention given
to a patient, in a similar manner than the informative missingness variables.
It is particularly interesting to note the importance of these variables on
the proposed model. The proposed sensitivity analysis provides quantitative
information on the extent on which these physiological or non-physiological
variables are exploited by the model, giving thus a further step towards the
interpretability of the proposed classifier.

The main limitations of our study are related to alert fatigue, because of
the high sensitivity but the quite low specificity. This lack of specificity is
mainly due to the cost function that we have used. We used simple classifica-
tion error rate in this work, while in other works in this same database have
taken the utility score into consideration when designing the cost function
[24, 36], which is an important and possible way to improve the results.

Another major limitation is the poor quality of the dataset, which is noisy,
heterogeneous, and randomly sampled. This data quality problem, charac-
teristic of such ”real-life” datasets, are one of the major challenges for the
development of machine learning systems in this field. In order to overcome
this difficulty, we compared different strategies for missing value handling,
giving interesting results. Moreover, the proposed sensitivity analysis gives
also interesting information for the identification of which variables should
be acquired with the highest quality level. Finally, we should notice that
this dataset was collected over the past decade [6] and that current mon-
itoring methods have allowed for an increased observability. In particular,
it is now possible to observe directly the continuous signals acquired by the
monitor, and this approach allows for the extraction of many more informa-
tive features, such as those from heart rate variability analysis. Our future
work is directed towards the integration of such high-resolution data into our
processing pipeline.

21



5. Conclusions

Early detection of sepsis events is still a major challenge on the handling
of patients in intensive care units. In this work, we proposed optimized
machine-learning methods for early detection of sepsis, integrating a data
preprocessing step with different imputation stategies and class balancing, to
deal with the low quality and limited observability on the dataset. Feature
engineering was conducted by creating additional features and selecting the
best feature subsets. The optimal hyperparameters for our machine learning
models were greedily sought with the grid search strategy. A total of 24
models were developed, and the best one based on 142 features achieved
a 0.4274 utility score, and the best compact model trained with 20 selected
features obtained 0.3862. The second contribution of this work is the proposal
of novel methods to increase the interpretability of the proposed models.
The most important digital markers for the early detection of sepsis included
Temp, HR series, FiO2 series, Resp series variables, etc. Future works are
directed towards the use of high-resolution cardiorespiratory data, to increase
the performance of the proposed models.
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Appendix A: Descriptions of 40 features in the dataset.

Vital signs (columns 1-8)
HR Heart rate(beats per minute)
O2Sat Pulse oximetry (%)
Temp Temperature (Deg C)
SBP Systolic BP (mm Hg)
MAP Mean arterial pressure (mm Hg)
DBP Diastolic BP (mm Hg)
Resp Respiration rate (breaths per minute)
EtCO2 End tidal carbon dioxide (mm Hg)
Laboratory values (columns 9-34)
BaseExcess Measure of excess bicarbonate (mmol/L)
HCO3 Bicarbonate (mmol/L)
FiO2 Fraction of inspired oxygen (%)
pH N/A
PaCO2 Partial pressure of carbon dioxide from arterial blood (mm Hg)
SaO2 Oxygen saturation from arterial blood (%)
AST Aspartate transaminase (IU/L)
BUN Blood urea nitrogen (mg/dL)
Alkalinephos Alkaline phosphatase (IU/L)
Calcium (mg/dL)
Chloride (mmol/L)
Creatinine (mg/dL)
Bilirubin direct Bilirubin direct (mg/dL)
Glucose Serum glucose (mg/dL)
Lactate Lactic acid (mg/dL)
Magnesium (mmol/dL)
Phosphate (mg/dL)
Potassium (mmol/L)
Bilirubin total Total bilirubin (mg/dL)
TroponinI Troponin I (ng/mL)
Hct Hematocrit (%)
Hgb Hemoglobin (g/dL)
PTT partial thromboplastin time (seconds)
WBC Leukocyte count (count*10ˆ3/μL)
Fibrinogen (mg/dL)
Platelets (count*10ˆ3/μL)
Demographics (columns 35-40)
Age Years (100 for patients 90 or above)
Gender Female (0) or Male (1)
Unit1 Administrative identifier for ICU unit (MICU)
Unit2 Administrative identifier for ICU unit (SICU)
HospAdmTime Hours between hospital admit and ICU admit
ICULOS ICU length-of-stay (hours since ICU admit)

23



Appendix B: Descriptions of top 20 features based on Morris analysis.

Rank Features Description
1 Temp Temperature (◦C)
2 ICULOS ICU length of stay (hr)
3 HR freq Measurement frequency of heart rate
4 HR Heart rate (beats/min)
5 FiO2 inte Measurement interval of fraction of inspired oxygen
6 O2Sat freq Measurement interval of pulse oximetry
7 Resp Respiration rate (breaths/minute)
8 MAP freq Measurement frequency of mean arterial pressure

9 PaCO2 inte
Measurement interval of partial pressure

of carbon dioxide from arterial blood
10 WBC Leukocyte count (count/L)
11 FiO2 freq Measurement frequency of FiO2
12 DBP freq Measurement frequency of diastolic BP
13 Resp freq Measurement frequency of Resp
14 BUN Blood urea nitrogen (mg/dL)
15 Creatinine Creatinine (mg/dL)
16 Lactate inte Measurement interval of lactic acid
17 Lactate freq Measurement frequency of Lactate
18 Creatinine freq Measurement frequency of Creatinine
19 HospAdmTime Time between hospital and ICU admission (hr)
20 SBP freq Measurement frequency of systolic BP
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Figure S1: Variable Importance ranking for the best full RF model.
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