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Abstract

A seminal Lancet series focussed on increasing value and reducing waste in biomedical research, providing a transferrable template to diagnose problems in research. Our goal was to document how some of these sources of waste apply to mental health and particularly psychological treatments research. We synthesize and critically evaluate empirical findings in relation to four major sources: i) defining research priorities; ii) research design, methods and analysis; iii) accessibility of research information; iv) accuracy and usability of research reports. We demonstrate that each source of waste considered is well-represented and amply documented within this field. We describe hype and insufficient consideration of what is known in defining research priorities, persistent risk of bias, particularly due to selective outcome reporting, for psychotherapy trials across mental disorders, intellectual and financial biases, direct and indirect evidence of publication bias, largely inexistent adoption of data sharing, issues of multiplicity and fragmentation of data and findings, and insufficient adoption of reporting guidelines. We expand on a few general solutions, including supporting meta-research, properly testing interventions to increase research quality, placing open science at the center of psychological treatment research and remaining vigilant particularly regarding the strains of research currently prioritized, such as experimental psychopathology.

Keywords: research waste; open science; reproducibility; transparency; psychological treatment; psychotherapy; meta-research; risk of bias; publication bias; data sharing
In 2014 a seminal Lancet series focussed on increasing value and reducing waste in biomedical research. In the prefacing commentary, M. R. Macleod, et al. (2014) start from a case example both straightforward and striking: out of 1575 reports about cancer prognostic markers published in 2005, 96% claimed to have discovered at least one significant prognostic marker (Kyzas, Denaxa-Kyza, & Ioannidis, 2007). Yet only a minority of markers were replicated in subsequent research, with adoption in clinical practice similarly limited (Anderson, 2010). M. R. Macleod, et al. (2014) maintain that such a pattern of initially promising findings that nonetheless fail to engender tangible healthcare improvements is the rule rather than the exception across biomedical research. Avoidable waste in the production and reporting of biomedical research had previously been estimated at a staggering 85% (Chalmers & Glasziou, 2009). The papers in the Lancet series explore possible reasons for the failure to produce transformative and useful research, with each examining a potential source of “research waste”. The reports discuss whether i) decisions about what research to fund are based on questions relevant to users of research (Chalmers, et al., 2014); ii) appropriate research design, methods and analysis are being employed (Ioannidis, et al., 2014); iii) research regulation and management is efficient (Salman, et al., 2014); iv) research information is fully accessible (Chan, et al., 2014) and finally v) research reports are unbiased and usable (Glasziou, et al., 2014). Each report delineates various steps and initiatives for reducing waste and increasing value, and several of these were subsequently expanded in similar contributions, such as the “Manifesto for reproducible science” (Munafò, et al., 2017).

Beyond the content of the included papers, the Lancet series sparked a movement for reducing waste and increasing value in research. This is reflected in initiatives like the REWARD Alliance (http://rewardalliance.net/), a dedicated platform gathering documentation,
information, resources and a string of initiatives, such as working groups, prizes, blogs and other tools. More generally, the Lancet series papers coalesce in an exportable framework for diagnosing problems with research conducted in other healthcare domains. Though examples in the reports occasionally touch on mental health or psychotherapy research, their main emphasis rests with biomedical research and treatments. Still, a closer examination of specific subfields allows detecting particular problems and suggesting tailored solutions. Therefore, in this opinion piece, our goal is to document how some of the sources of waste identified apply to research in mental health, and in particular on psychological treatments.

**Are research decisions based on questions relevant to users of research?**

Though any research aimed at finding, testing or understanding the nature and treatment of mental disorders is potentially valuable, limited resources set constraints and impose defining priorities. Mental health funding is usually limited (Hazo, et al., 2016), though with significant discrepancies across countries (Hazo, et al., 2017). Funding calls and reports make it clear certain topics are prioritized. For instance, the MQ report on mental research funding in the UK showed that about a quarter (23.7%) of the annual mental health funding goes into “basic psychology and neuroscience” and about half goes into research on underpinning (i.e., brain structure and functioning in healthy individuals) and aetiology (MQ, 2019). The Wellcome Trust, one of the largest non-profit funders, recently announced a commitment of £200 million for research on discovering and mobilizing treatment mechanisms (Thielking, 2019).

Similar research priorities were described in a Lancet Psychiatry Commission (Holmes, et al., 2018), which delineated an agenda for research on psychological treatments. The fundamental premise of this programmatic document was that psychological treatment research
had strayed away from the mechanistically informed approaches that were the foundation for some of the current effective treatments, such as exposure and response prevention for obsessive-compulsive disorder, to instead reorient itself towards modifying or adapting existing treatments. Owing to this shift, the authors contend, even if effective psychological treatments are available across a variety of settings and populations, there is little knowledge about their mechanisms of action. As response, the authors of the Commission champion the burgeoning field of experimental psychopathology, broadly encompassing studies in which the experimental manipulation of a purported mechanism of treatment leads to symptom change. This field promises to identify “key processes that maintain or change aspects of psychopathology” (Holmes, et al., 2018) (p. 244), as well as determine which processes are modifiable and could consequently represent appropriate treatment targets.

Similarly to research on prognostic markers for various cancers, experimental psychopathology unlocks a multitude of exciting possibilities. Still, analogously to prognostic markers, many modest findings coming from experimental psychopathology, with as yet minimal treatment implications, have been replaced by hype. Several of the most touted and oft-cited developments, mentioned in the Commission as prototypical research in this field, have not been replicated in subsequent, independently conducted, studies or have had little impact for translation to clinical practice. One revealing example is cognitive bias modification, a class of interventions developed in the laboratory and broadly encompassing techniques for the direct manipulation of a target cognitive bias with the goal of obtaining symptom change. Attention bias modification (ABM) interventions, the most prominent example in this class, are premised on experimental studies supporting the existence of a causal relationship between attentional bias and anxiety (C. MacLeod & Mathews, 2012; Van Bockstaele, et al., 2014). Based on these
largely laboratory-based studies and early small trials, ABM interventions were hailed as “having passed the proof-of-concept stage” (C. MacLeod, 2012) (p.118), effective in reducing dysfunctional anxiety (C. MacLeod & Mathews, 2012) and nothing short of a “cognitive vaccine” for depression (Browning, Holmes, Charles, Cowen, & Harmer, 2012). Yet in parallel with growing excitement, larger clinical trials accrued and mostly resulted into negative results. Subsequent meta-analyses showed that ABM and other bias modification approaches had limited, if any, effects, for anxiety and depression outcomes, in both adult (Cristea, Kok, & Cuijpers, 2015) and young populations (Cristea, Mogoase, David, & Cuijpers, 2015). Moreover, effects were particularly small in clinical populations and when the intervention was delivered in non-laboratory settings, the very contexts most relevant for translation to practice. Ironically, not only did translation from the experimental studies to actual treatments useful to patients prove largely a failure, but even the notion of surpassing the proof-of-concept stage has recently been questioned. One meta-analysis failed to find evidence that clinically anxious individuals enrolled in ABM trials displayed attentional bias to begin with (Kruijt, Parsons, & Fox, 2019).

Another illustrative example is memory reconsolidation, the notion that postretrieval learning can be employed to modify or even erase existing memory traces, effectively affording “rewriting” of existing memories. This theory stems from basic research claiming to demonstrate reconsolidation effects, first in animals (Nader, Schafe, & Le Doux, 2000), and subsequently in humans (Schiller, et al., 2009; Walker, Brakefield, Hobson, & Stickgold, 2003). Should the initial laboratory findings prove reproducible and translatable, treatment implications would be immense, particularly in disorders where intrusive memories play a central part, like post-traumatic stress disorder (PTSD).
Yet both reproducibility and translation are doubtful. The initial experimental results demonstrating memory reconsolidation effects in humans failed both procedural and conceptual replication by independent groups (Hardwicke, Taqi, & Shanks, 2016; Kindt & Soeter, 2013). In terms of translation, a recent randomized trial attempted to mitigate future post-traumatic symptoms in motor vehicle collision survivors in an emergency setting (Iyadurai, et al., 2018). The intervention, founded on a theoretical mix between memory consolidation and reconsolidation, consisted of a brief trauma reminder followed by playing the computer game Tetris. It had already been tested in the laboratory on healthy participants who were induced symptoms labeled as trauma-analogue, by means of watching a traumatic film, and it had showed promising effects in reducing memory flashbacks over the course of a week (Holmes, James, Kilford, & Deeprose, 2010). The subsequent trial on trauma victims showed a similar reduction in flashbacks over 1 week, on the basis of which the authors declared the intervention a “compelling translation of previous laboratory findings” (p.680) and likened it to a “cognitive therapeutic vaccine”. In a commentary, we disputed this characterization, questioning the magnitude and stability of the observed effects (Cristea, Naudet, Shanks, & Hardwicke, 2018), which were largely influenced by outliers, reduced in a more robust analysis, and, critically, not observed at 1-month follow-up. Furthermore, the stakes of a successful translation would involve not just reducing post-trauma flashbacks, but delaying or altogether avoiding the onset of PTSD. To this purpose, a larger, phase III trial would be necessary, employing a heterogeneous sample of trauma victims, pre-screened for having a high level of post-traumatic flashbacks, with reliably measured primary outcomes and longer follow-up durations, including for monitoring adverse effects. It is currently unclear whether conducting such a costly and logistically complex trial is a judicious investment. The trial would be founded on non-replicated experimental
findings, favorable results observed in healthy participants in a laboratory context that has little in common with real trauma, and transient effects of disputable magnitude in one proof-of-concept trial on victims of one type of actual trauma. Given its considerable risk of producing null results and not meaningfully informing clinical practice, such a trial would rather amount to research waste. Similar doubts apply to other promising experimental psychopathology findings.

When confronted with replication or translation failures, researchers often hypothesize potential moderators or boundary conditions to account for small, elusive or inconsistent observed effects. This is certainly a distinct possibility in some cases, while in others the original results were probably artefacts. Still, moderators or boundary conditions are usually inferred post-hoc and would also need to be examined empirically and prospectively (Cristea, 2018a; Hardwicke & Shanks, 2016). More importantly, it remains questionable whether priorities in research on psychological interventions should coalesce around effects of this size and stability. Of course, it is impossible to know a priori whether a research idea will lead to massive progress or to fleeting, non-replicable or difficult to translate effects. It is true, as often stated, that absence of evidence is not evidence of absence. We are not denying the importance of attempting to identify treatment mechanisms, nor are we arguing that exploring novel ideas should not be encouraged or is in itself a source of waste. However, we are concerned waste might result from two other sources. First, the unjustified hype that usually accompanies research in areas like experimental psychopathology might be counterproductive. As with the drug development pipeline, many of the exciting pre-clinical or early clinical findings prove to be dead-ends (Contopoulos-Ioannidis, Ntzani, & Ioannidis, 2003). If they are conveyed with forceful and often grandiose language, like by analogy with vaccines, high and unwarranted expectations are set up in other interested researchers and the general public. The untoward consequences might include
reticence in researchers, reviewers and journal editors to credit and publish negative findings, as well as premature implementation of an insufficiently tested intervention, which may be ineffective or even harmful. Second, continued efforts to “rescue” a hypothesis in the face of accumulating negative results, simply because initial findings were promising, is also counterproductive. Instead, resource limitations would dictate reorienting efforts to other ideas.

Another source of waste in setting research priorities is ignoring what is already known or being researched (Chalmers, et al., 2014). Often, research questions are grounded in a narrative synthesis, which facilitates cherry-picking ideas to support preferred hypotheses. One possible preventing strategy is requiring that a systematic review and, if feasible, a meta-analysis preclude any investment or funding decisions, so as to ensure that the question has not already been answered satisfactorily. Determining which questions have value is more challenging, since allocating resources to any priority comes at the cost of divesting them from alternatives. For example, the focus on mechanistic approaches to psychological treatments could distract from other, pervasive determinants of mental disorders, like poverty (Deighton, et al., 2019), income inequality (Patel, et al., 2018) or living in a conflict zone (Jayasuriya, Jayasuriya, Tay, & Silove, 2016). Specifically, proposing a simple behavioral intervention like the Tetris game to tackle intrusive memories in refugees from warzones like Syria (Holmes, et al., 2017) might deflect from the disabling and enduring consequences of war-related trauma (Silove, et al., 2014).

Waste in setting research priorities also ensues when users of research are not involved (Chalmers, et al., 2014). Patient input is crucial regarding key outcomes, type of treatment preferred (i.e., psychological, pharmacological), or the design (i.e., superiority, equivalence, non-inferiority) that answers the most important question from a patient perspective (Holmes, et al., 2018). Pragmatically, there are direct and immediate benefits of patient involvement in trials. For
example, a meta-analysis showed that patient and public involvement, especially for people with lived experience, improved participant enrolment (Crocker, et al., 2018). Patient preferences have still not been sufficiently probed in psychological treatment research. Most analyses so far have focused on defining target outcomes that matter to patients (Cuijpers, 2019). But whether patients favour many of the currently prioritised mental health topics remains an open question. For instance, how do deeply traumatized refugees feel about being offered a simple behavioural intervention like the Tetris game? What we are advocating for is a vision of research as an enterprise that advances collaboratively with patients instead of the traditional paternalistic view of research done for patients.

**Appropriate research design, methods, and analysis?**

A few years ago, we provocatively proposed a set of guidelines on how to prove a psychological treatment is effective even when in reality it is not (Cuijpers & Cristea, 2016). We had intended these as a tongue in cheek recipe of how not to design, conduct and report trials of psychological interventions. We described three categories of behaviours, ranging from clearly inadequate, to problematic under certain circumstances. The first one involved exploiting the design, implementation and reporting of a trial so as to “prettify” the results and make an intervention appear more effective. Examples included: i) not concealing the allocation of the participants from the research staff who could, unwittingly or not, use this information to influence the delivery of the intervention; ii) not using blind assessors of outcome, hence allowing these to be influenced by knowledge of assignment and possibly judge participants in the intervention group as more improved; iii) including a stack of outcome measures and selectively reporting the outcomes with positive findings; iv) reporting analysis on completers
instead of all randomized participants (i.e., intent-to-treat), since completers are most likely to have benefited from treatment and therefore remained in the study; and v) holding back the publication of negative results. The second category encompassed choices in research design that can be appropriate in the early stages of research, but become questionable when studies with these characteristics dominate the evidence base, such as: i) using waiting list controls; ii) employing small samples; iii) not comparing the intervention with others known to be effective. Finally, the third category involved behaviours in themselves not inadequate, and which many researchers view as the mark of competence and commitment in developing and administering interventions. These include various ways of enhancing users’ expectations, like expressing your own confidence in the intervention, using a variety of methods to convey trust and enthusiasm such as writing targeted books, giving lectures at conferences and events with professionals, giving interviews in the media or proposing anecdotal evidence like patient testimonials and success stories. Though not intrinsically inappropriate, the intellectual investment in an approach could function as a bias, reducing vigilance in detecting inappropriate choices in design, analysis and reporting, particularly in the presence of findings favourable for the intervention. Along the same lines, Meichenbaum and Lilienfeld (2018) proposed a 19-item “psychotherapy hype checklist”, describing warning signs that an intervention’s efficacy has been significantly exaggerated, grouped under promotion and marketing, and respectively research evidence.

Are these counter-suggestions illustrative of the reality “on the ground” in research on psychological interventions? Meta-epidemiological investigations that systematically look at patterns in collections of studies, like systematic reviews, surveys, meta-analyses or umbrella reviews (i.e., systematic reviews of systematic reviews) appear to support this thesis, indicating endemic problems. For clinical trials, potential markers of questionable practices in the design,
methods or analysis are represented by the risk of bias (RoB) domains (Higgins, et al., 2011). These include: (i) adequate sequence generation; (ii) concealment of allocation; (iii) blinding of outcome assessors; (iv) dealing with incomplete data; and (v) selective reporting. Assessing trial risk of bias is standard practice in a meta-analysis, which gives us an overall image of the state of the field. Across meta-analyses, a consistent finding is that there are few trials of psychological interventions with low RoB across all domains. High or uncertain RoB seems to be ubiquitous across the whole range of treatment approaches and disorders, such as cognitive behaviour therapy (CBT) for major depression and anxiety disorders (Cuijpers, Cristea, Karyotaki, Reijnders, & Huibers, 2016), interpersonal therapy for mental disorders (Cuijpers, Donker, Weissman, Ravitz, & Cristea, 2016), virtual reality-based therapies (Fodor, et al., 2018), or psychological treatments in general for depression (Cuijpers, Karyotaki, Reijnders, & Ebert, 2019), social anxiety (Mayo-Wilson, et al., 2014), panic disorder (Pompoli, et al., 2016), obsessive-compulsive disorder (Skapinakis, et al., 2016), PTSD (Bisson, Roberts, Andrew, Cooper, & Lewis, 2013), schizophrenia (Bighelli, et al., 2018), bipolar disorder (Chatterton, et al., 2017), borderline personality disorder (Cristea, Gentili, Cotet, et al., 2017) or eating disorders (Slade, et al., 2018). An inverse relationship between study quality, conceptualized as low overall RoB, and the magnitude of effects was consistently shown either as a direct relationship in meta-regression analyses (Barth, et al., 2013; Cristea, Gentili, Cotet, et al., 2017), or as a considerable effect size reduction in analyses restricted to studies with low RoB (Cuijpers, Cristea, et al., 2016; Cuijpers, et al., 2019).

A particularly critical and difficult to assess bias is selective outcome reporting, which cannot be detected in the absence of complete and accurate information about what investigators planned to do and why. Prospective registration of the trial protocol in a publicly accessible
registry is therefore an indispensable prerequisite. Selective reporting bias is closely linked with another source of waste, namely the usability of research reports and protocols, discussed in a further section. It encompasses an array of inappropriate reporting behaviours, ranging from not reporting certain planned outcomes at all, to selecting which of the measurements of an outcome to report, to modifying the prioritization of planned outcomes or measurements (i.e., downgrading a primary outcome to secondary or upgrading a secondary outcome to primary).

Crucially, reporting decisions are usually based on the direction, magnitude or significance of an effect estimate, so as to elevate positive results, and minimize or eclipse negative ones. As a consequence, the intervention appears more effective or less harmful than it really is. Selectively reported trials are included in research synthesis and have a lasting distorting effect on the evidence base. This pernicious bias seems to be rampant in research on psychological interventions. A study of selective reporting in depression trials found that only 20% of the CBT trials had been properly registered, and only around 14% both properly registered and reported (Shinohara, et al., 2015). Another investigation of psychotherapy trials published in five top-tier dedicated journals in clinical psychology showed that under a quarter of the surveyed trials had been prospectively registered and that this proportion dropped to just under 12% when the accuracy of registration (i.e., no ambiguities regarding the primary outcome measure or the timeframe of assessment) was taken into account (Bradley, Rucklidge, & Mulder, 2017). Under 5% of trials were judged free of selective outcome reporting, i.e., had no discrepancies between the registration and the report.

Another ubiquitous and often inappropriate research design choice is resorting to weak control groups, such as the waiting list. Based largely on comparisons to this condition, estimates of effects for psychological interventions can appear very large. For instance, a meta-analysis of
CBT (Cuijpers, Cristea, et al., 2016) found very large effects when compared to waiting list controls, ranging from 0.85 for generalized anxiety disorder to 0.96 for panic disorder, and 0.98 for social anxiety disorder and, respectively, major depressive disorder. For depression, meta-analyses indicated that participants assigned to the waiting list showed diminished response in terms of depressive symptoms reduction, and that this condition was significantly inferior to other types of control, like treatment as usual or placebo (Barth, et al., 2013; Furukawa, et al., 2014; Khan, Faucett, Lichtenberg, Kirsch, & Brown, 2012). Some researchers even likened the waiting list to a nocebo (Furukawa, et al., 2014). For social anxiety disorder, a meta-analysis (Steinert, Stadter, Stark, & Leichsenring, 2017) showed a pooled within group effect (Hedges’ g) of 0.13 for the waiting list arms, considerably smaller than that of active treatments (Hedges’ g = 0.88). In another meta-analysis (Fodor, et al., 2018) of virtual reality-based intervention for anxiety outcomes across multiple anxiety disorders, the effects versus waiting list controls were also very large (Hedges’ g = 0.90). We argued that waiting list conditions are an inadequate benchmark for estimating the effectiveness of psychotherapy, at least in the case of depression (Cristea, 2018b). Due to the disadvantages this type of control carries in terms of possible harm to patients and an overestimation of an intervention’s effects, we contend it should be used sparingly (Cristea, 2018b), possibly as part of designs that attempt to maximize patients’ time while waiting for therapy (Lovell, et al., 2017) or that allow them to refuse waiting list assignment and still remain in the trial (i.e., equipoise-stratified). At least for the more prevalent mental disorders discussed above (depression, anxiety) there is an excess of trials with waiting list arms. Supportive, non-specific or minimal contact interventions are more appropriate control options for newly developed psychological treatments.
Small study effects, the tendency of interventions to appear more beneficial in smaller studies (Higgins & Green, 2011), are also pervasive in research on psychological interventions. An umbrella review of meta-analyses of randomized controlled trials of psychotherapy for a variety of outcomes including symptoms of mental disorders, distress and physical outcomes, found evidence of small study effects for about 30% to 40% of the included meta-analyses, depending on the method used (Dragioti, Karathanos, Gerdle, & Evangelou, 2017). Conversely, a umbrella review of psychological interventions for pain reduction across a range of conditions, most of them physical, did not report evidence of small study effects (Markozannes, et al., 2017).

Risk of bias, weak control groups and small study effects are not circumscribed to a few trials and probably act synergistically in distorting estimates. In an interesting analysis, Cuijpers, et al. (2019) tried to estimate the “bias-free” effectiveness of psychological treatments for depression, by sequentially eliminating each source of bias and recalculating the pooled treatment effect. They started from an initial unadjusted estimate (Hedges’ g) of 0.63 (325 comparisons), which dropped to 0.51 (179 comparisons) when comparisons with the waiting list were excluded, 0.38 (71 comparisons) when only studies with low risk of bias across domains were included, and respectively 0.31 (84 comparisons) when a method was used to attempt to correct the pooled effect for the presence of small study effects.

Other biases are also prevalent, though their distorting influence of outcomes is difficult to ascertain. Contamination by researcher allegiance, the belief of the investigators in the superiority of one of the treatments studied, has long been debated (Munder, Fluckiger, Gerger, Wampold, & Barth, 2012). Over 60% of the trials included in meta-analyses of psychotherapy were appraised as allegiant in a systematic evaluation (Dragioti, Dimoliatis, & Evangelou, 2015). However, defining and reliably assessing which researcher behaviors constitute allegiance
remain challenging aspects (Yoder, Karyotaki, Cristea, van Duin, & Cuijpers, 2019). Still, some meta-analyses of psychological interventions, using diverse assessment procedures, reported an association between the presence of allegiant investigators and outcomes (Munder, Gerger, Trelle, & Barth, 2011; D. T. Turner, van der Gaag, Karyotaki, & Cuijpers, 2014). A survey of meta-analyses of RCTs of psychotherapy revealed that effects were larger by almost 30% for trials involving allegiant investigators (Dragioti, Dimoliatis, Fountoulakis, & Evangelou, 2015). However, allegiance effects are observational and might also reflect reverse causality: investigators become allegiant because they are exposed to treatments that are truly more effective (Wilson, Wilfley, Agras, & Bryson, 2011). Furthermore, other variables such as therapist competence or treatment integrity could confound the relation between allegiance and outcomes. For instance, trials with allegiant investigators did not result in more favorable outcomes when treatment integrity was assessed in a survey of meta-analyses (Dragioti, Dimoliatis, Fountoulakis, et al., 2015). Similarly, a randomized trial comparing an IPT and a CBT intervention for binge eating disorders found no evidence of allegiance bias though ostensibly allegiant investigators were involved (Wilson, et al., 2011), a result the authors partly attribute to high treatment integrity. Finally, investigator background, such as specialization or affiliation (i.e., a biomedical or psychosocial concentration), might also engender an intellectual bias, though we did not find corroborating evidence in a meta-analysis of psychotherapy and pharmacotherapy for depression (Cristea, Gentili, Pietrini, & Cuijpers, 2017a).

Beyond the intellectual biases, more direct, financial conflicts of interests (COIs) in relationship to psychological interventions may have remained largely under the radar (Cristea & Ioannidis, 2018). We charted a variety of possibly applicable financial COIs, ranging from commercial companies developing and testing psychological interventions, a situation akin to the
pharmaceutical industry, to less straightforward cases of potential financial gain, such as involvement with academic spin-offs, temporary participations in commercial ventures, for-profit support activities like training, and involvement with foundations or non-profits. There is a dearth of systematic evaluations as to whether these strains of financial COIs distort effectiveness estimates for psychological interventions.

Another related bias, sponsorship bias, refers to the notion that industry funding of trials is associated with findings favoring the sponsor’s product. The study of this bias was traditionally confined to trials pharmacological treatments, but we reported corroborating evidence in head-to-head RCTs of psychotherapy versus pharmacotherapy (Cristea, Gentili, Pietrini, & Cuijpers, 2017b). Industry-funded depression trials tended to report more favorable results for pharmacotherapy versus psychotherapy, a pattern not present in non-industry funded trials. Trials where authors had financial COIs linked to the pharmaceutical industry showed a similar pattern (Cristea, Gentili, et al., 2017a, 2017b).

**Fully accessible research information?**

The lack of full and accurate information about a conducted study, ranging from its planning and protocol to its full set of results, is another critical source of research waste. Two major categories of problems refer to (1) findings that are never published, mostly because they would reflect badly on an intervention, its developers, sponsors or sometimes an entire research field (i.e., publication bias) and (2) data underlying reported findings not being made accessible to other researchers or the public (i.e., data sharing).

Most evidence of publication bias in research on psychological interventions is indirect and the result of an extrapolation of observed small study effects described in the previous
For instance, for trials of psychological therapies compared to control conditions for adult depression, Cuijpers, Smit, Bohlmeijer, Hollon, and Andersson (2010) used a series of tests to document strong and significant indication of small study effects, which they attributed to publication bias. Analyses restricted to trials of CBT, which represented the largest share of the data, pointed to a similar pattern. Another possible proxy for publication bias is the test of excess significance, which determines whether the number of statistically significant results in a pool of studies is too high, based on some plausible assumptions about the magnitude of the true effect (Ioannidis & Trikalinos, 2007). Using this method, an excess of significant findings was reported for trials of psychotherapy for depression, and the pattern was maintained in sensitivity analyses restricted to trials with a CBT arm (Flint, Cuijpers, Horder, Koole, & Munafò, 2015). More broadly, an umbrella review of meta-analyses of psychotherapy for various symptom, distress and physical outcomes reported evidence of excess significance in around 40% of the included meta-analyses (Dragioti, et al., 2017). However, another umbrella review of psychological interventions for pain found very limited evidence of excess significance, in just 7% of the included meta-analyses (Markozannes, et al., 2017).

Nevertheless, both small study effects and excess significance offer only indirect and speculative evidence for publication bias and have their own limitations. Though publication bias is often the most plausible cause, small study effects can also result from other factors, such as clinical heterogeneity between patients in large and small trials, a mathematical artefact or mere coincidence (Rücker, Carpenter, & Schwarzer, 2011). The excess significance test relies on assumptions about the magnitude of the true effect, which in practice is often equated with the effect from the largest study. However, there are few large trials of psychological interventions. Moreover, a large study can have design, implementation or reporting flaws, and hence be at
high risk of bias. The summary effect of a meta-analysis is another possible estimation of the true effect; yet, if there is indeed excess significance, it too would be affected.

Publication bias can only be directly and unequivocally determined if access is ensured to all conducted studies, for example all trials submitted to a regulatory authority. In a seminal report using the Food and Drug Administration (FDA) database, E. H. Turner, Matthews, Linardatos, Tell, and Rosenthal (2008) showed that among 74 antidepressant trials, 31% remained unpublished. Separate meta-analyses of the FDA and journal datasets showed publication bias accounted for a relative effect size increase of 32%. Thirty-seven out of the 38 studies characterized by the FDA as having positive results were published. In contrast, except for 3 studies, trials viewed by the FDA as having negative or questionable results were mostly not published (22 studies) or published in a way that conveyed a positive outcome (11 studies).

An authority similar to the FDA does not exist for psychological interventions, making direct assessments of publication bias more complex and often unfeasible. In one of the rare evaluations, Driessen, Hollon, Bockting, Cuijpers, and Turner (2015) identified US National Institutes of Health grants awarded for randomized trials of psychotherapy for depression and matched grants with published reports. For grants that had not resulted in publications, data was requested from investigators and both published and unpublished findings were meta-analysed. About a quarter of the publicly funded grants did not result in publications, an estimate of the extent of publication bias. Unpublished studies resulted in a small and non-significant effect size (Hedges’ $g$) of 0.20, and their addition to the published studies reduced the summary effect by 25%, to $g = 0.39$. Notably, this investigation closely parallels previously described findings regarding the selective publication of antidepressants trials (E. H. Turner, et al., 2008).
The landmark work of E. H. Turner, et al. (2008) also demonstrates how the conclusions of published papers can deviate substantially from what the data really show. Yet without access to datasets, deviations are impossible to detect. An example perhaps even more dramatic of how without access to the complete trial data the interpretation of the findings can be altered entirely is provided by the re-analysis of SmithKline Beecham’s Study 329, comparing paroxetine, imipramine and placebo for adolescent unipolar depression (Le Noury, et al., 2015). This re-analysis relied on clinical study reports previously not publicly available and showed that none of the drugs outperformed placebo, but both were also associated with significant increases in serious harms, starkly contradicting the published report (Keller, et al., 2001). Inaccessibility of complete individual patient data (IPD) can thus have catastrophic consequences.

Therefore, IPD underlying reported findings are another crucial class of information. Data sharing could potentially fulfil a multitude of key functions, with far-reaching implications for patients, clinicians, researchers and other users of scientific literature. It would presumably contribute to resolving the above-mentioned flaws in the current system of communicating research results, such as selective reporting, distortion of evidence and lack of reproducibility. In addition, research value increases with greater transparency and the opportunity for external researchers to re-analyse (Ebrahim, et al., 2014; Naudet, et al., 2018), synthesize (e.g., IPD meta-analyses) (Tannenbaum, et al., 2018), or build upon previous data (including secondary analyses and methodological work). To take just one example: our own commentary (Cristea, et al., 2018) of the Iyadurai, et al. (2018) Tetris trial was possible because the authors shared their data, thus allowing for an independent analysis and, based on it, a divergent interpretation. Not only does this practice stimulate vigorous scientific debate, a cornerstone of scientific progress, but it also prevents the waste of collecting new data to explore the same question.
Yet, for all its expected benefits and despite recent recommendations from the International Committee of Medical Journal Editors (ICMJE), the adoption of data sharing practices remains very low, by both authors and journals. Cross-sectional analyses of the biomedical literature showed derisory rates of data sharing, ranging from 0 (Iqbal, Wallach, Khoury, Shully, & Ioannidis, 2016) to 11% (Wallach, Boyack, & Ioannidis, 2018). For clinical psychology specifically, an audit of the highest-ranking journals (Natu, Gentili, Naudet, & Cristea, 2019) found that even if two thirds of the journals recommended data sharing, only one had a mandatory policy in place. Compliance with the recommended policies in a sample of recently published articles was extremely low (2%), in line with reports from the biomedical literature. Of course, barriers need to be acknowledged, and a systematic review of data sharing in public health (van Panhuis, et al., 2014) identified several real or potential ones, ranging from technical (e.g., lack of availability of technical solutions and of metadata and standards), motivational (e.g., lack of incentives, disagreement on data use), economic (e.g., lack of resources), political (e.g., lack of trust or guidelines), legal (e.g., ownership and copyright, protection of privacy) and ethical (e.g., lack of reciprocity). An important element in overcoming barriers is crediting and rewarding investigators for sharing data, along with other artefacts such as materials or code. Citation is one basic form of awarding credit (Alter & Gonzalez, 2018) and datasets can become citable by receiving a persistent identifier, such as a digital object identifier (DOI), through platforms like DataCite (https://datacite.org/). Looking forward, owing to its conspicuous societal value, sharing of data (but also of protocols, materials, code etc) could be rewarded and incentivized, by incorporating it in assessments of scientists for hiring, promotion and tenure (Moher, et al., 2018). Trials with small samples, frequent in psychotherapy research, pose a higher risk of partial de-identification, particularly for under-represented patient
categories. In other cases, trials have been underway for a long time, and consent forms might have not explicitly asked about sharing data. Yet, it is notable that patients do not seem to share these worries: only 8% of clinical trial participants in a recent survey (Mello, Lieou, & Goodman, 2018) felt that potentially harmful consequences of data sharing outweighed the benefits and around 26% were concerned about being identified.

**Unbiased and usable research reports?**

Research reports should clearly and transparently delineate “what questions were addressed and why, what was done, what was shown and what the findings mean” (Glasziou, et al., 2014) (p.267). Reporting guidelines, which originated with the Consolidated Standards for Reporting Trials (CONSORT) statement (Schulz, Altman, & Moher, 2010), are one effective way to ensure this happens. These offer guidance and structured forms on how to report research methods and findings (Blanco, et al., 2017), specific to different study types (“Library for health research reporting.”). The EQUATOR Network (https://www.equator-network.org/about-us/), a portal dedicated to improving research value by promoting the use of reporting guidelines, lists over 400 of these, tailored for a diversity of research designs, populations and interventions. Though their consistent utilization would reduce the danger of incomplete, misleading or otherwise unusable reports, adoption from journals and compliance from researchers are both still wanting. An early systematic review (Grant, Mayo-Wilson, Melendez-Torres, & Montgomery, 2013), which surveyed the adoption of reporting guidelines in high-impact journals in several fields publishing research on psychosocial interventions, found that around a quarter of the surveyed journals mentioned them in their instructions to authors. For a sample of trials published in these journals, compliance to reporting standards was around 42%. In a more
recent audit of top-tier journals in clinical psychology (Natu, et al., 2019), approximately half of
the surveyed journals explicitly endorsed reporting guidelines in their instructions to author.
However, the more stringent requirement of making guideline use mandatory was in place at
30% of the journals for randomized controlled trials, and at 25% of them for systematic reviews
and meta-analyses. An analysis of a cross-sectional sample of articles recently published in the
surveyed journals showed breaches in adoption still remain, even when guidelines were
mandatory as per journal policy: 3/14 randomized trials and 7/24 systematic reviews and meta-
analyses were rated as non-compliant.

Glasziou, et al. (2014) warn that waste is not restricted to study reports. In order to be
able to judge what was done, it is essential to know what was planned. Hence, it is also critical
that the study protocol and statistical analysis plan are unbiased and usable. Complete and
transparent prospective registration of the study plan in a public repository and the publication of
the study protocol preceding its implementation are potential ways to ensure this. These
measures would also be key in minimizing bias due to selective outcome reporting, hence
limiting research waste due to inappropriate methodological choices, described in the previous
section. Unfortunately, prospective registration is still underutilized in research on psychological
interventions. Meta-epidemiological studies show low rates of compliance: 25% in a survey of
25 highest-ranking clinical psychology journals that published randomized controlled trials
(Cybulski, Mayo-Wilson, & Grant, 2016), and 50% in a study of trials published in 2013-2014 in
the Journal of Consulting and Clinical Psychology, the American Psychological Association’
primary outlet for this study type (Azar, Riehm, McKay, & Thombs, 2015). To map the expanse
of the problem, we also looked upstream at what journals are requiring from their authors (Natu,
et al., 2019). Under 40% of the highest-ranking journals in clinical psychology mentioned
registration in their instructions to authors, and only 25% specified it needed to be prospective (i.e., before the enrolment of the 1st participant). Compliance with registration requirements in a sample of articles published in these journals in 2017 was extremely low: 3% if only prospective registration was considered, and 8% for both prospective and retrospective registration.

Finally, another source of waste is fragmentation, which can take several guises: 1) “salami-slicing”, partitioning findings from the same study into a number of thin “slices” or least publishable units (Martin, 2013); 2) reporting results across a multiplicity of sources (e.g., journal articles, trial registries, clinical study reports) (Li, Mayo-Wilson, Fusco, Hong, & Dickersin, 2018); or 3) running many parallel non-collaborative efforts. Though we could not identify investigations of fragmentation and multiplicity in psychological interventions research, an analysis of trials for the drugs gabapentin for neuropathic pain and quetiapine for bipolar depression showed that information about trial design and risk of bias frequently diverged in completeness across reports. Different reports of the same data often conflicted, in ways that were difficult to disentangle (Mayo-Wilson, et al., 2017). A particularly serious problem occurs when fragmentation of results also comprises non-public sources, such as clinical study reports. The re-analysis of SmithKline Beecham’s Study 329 (Le Noury, et al., 2015) is a revealing example, because it was based on clinical study reports previously not publicly accessible. Multiplicity also enhances the hazardous effects of selective reporting beyond single trials to meta-analyses, by allowing researchers to cherry-pick outcomes and results and conduct many “possible” and even conflicting meta-analyses (Mayo-Wilson, et al., 2017).

Overlapping meta-analyses on the same topic are a good example of waste due to fragmentation of efforts. Meta-analyses are expected to reduce waste by helping delineate research questions worth exploring and by delivering a reproducible and quantitative synthesis
on a given question. However, their number has raised to epidemic proportions in the past decade, possibly because they amount to easily produced publishable units or powerful marketing tools (Ebrahim, Bance, Athale, Malachowski, & Ioannidis, 2016). For instance, the database of trials of psychotherapy for depression (Cuijpers, van Straten, Warmerdam, & Andersson, 2008) (http://www.evidencebasedpsychotherapies.org/) included, at the last publicly available update to the website in 2014, 352 trials and 53 published meta-analyses of these, a rate of approximately 1 meta-analysis for every 7 trials. Though widely viewed as a higher level of evidence and as the authoritative final word in a debate, meta-analyses are often suboptimal, overlapping and sometimes in contradiction (Ioannidis, 2016a). Although the basic principles of a meta-analysis are simple, researchers can make many choices along the way that can significantly alter the results and sometimes lead to opposing conclusions. In an egregious simulation, Palpacuer, et al. (under review) demonstrated that varying methodological criteria and analytical models resulted into 9216 possible different and contradictory meta-analyses of indirect comparisons, for 60 primary trials of nalmefene and naltrexone in alcohol disorders. Similarly, within actually published meta-analyses, the effectiveness of long-term psychodynamic psychotherapy for mental disorders was estimated in one meta-analysis with a risk difference of 0 for the primary outcome of recovery at the longest follow-up and with non-significant effect sizes for other outcomes (Smit, et al., 2012), while in another meta-analysis (Leichsenring & Rabung, 2011) the same treatment resulted into significant and moderate effect sizes (Hedges’ g) for overall effectiveness, as well as for other outcomes. In another example, two meta-analyses of acceptance and commitment therapy (ACT) resulted into largely similar effect sizes for psychiatric and somatic disorders (differences in Hedges’ g between the two meta-analyses ranged from 0.10 to 0.15), but reached widely divergent conclusions: supporting
the use of the therapy in one (A. Tjak, et al., 2015), and questioning its status as a “well-established” treatment in another (Ost, 2014). In both examples, meta-analyses published within a year of each other diverged in the magnitude or even significance of the effect, and, even more concerning, supported markedly discrepant conclusions about treatment effectiveness. Though IPD meta-analysis are generally seen as powerful tools in identifying individual-level variables that could act as effect modifiers (Riley, Lambert, & Abo-Zaid, 2010), only a small fraction (under 10%) of them uncover statistically significant interactions for treatment effects, which translates into a modest potential to personalize treatment (Schuit, Li, & Ioannidis, 2018).

**Solutions for increasing value**

We used the Lancet series on reducing waste and increasing value as a template to discuss the state of research in the field of clinical psychology with a particular focus on psychological therapies. The literature we reviewed demonstrates that all sources of waste considered are well-represented and amply documented within this field. We did not discuss waste related to research regulation and management (Salman, et al., 2014), because in contrast to biomedicine, research on psychological treatments is neither formally regulated, nor does it have to comply with the requirements of regulatory bodies like the FFDA or the European Medicine Agency. Our goal was to exemplify varieties of types of waste and as such our analysis was neither systematic, nor exhaustive. Unlike Chalmers and Glasziou (2009), we did not attempt to quantify the proportion of avoidable waste from research investment. Whether the 85% estimated for biomedicine is an under- or an overestimation remains an open question. Still, we hope our evaluation can serve as a warning call to all those involved with psychological
treatments, from funders to researchers and patients, to stimulate reflection and, when possible, reforms to increase value in research on psychological interventions.

In response to the problems diagnosed and extending the solutions suggested in the Lancet series, several measures were proposed to optimize key elements of the scientific process, such as methods, reporting and dissemination, reproducibility, evaluation and initiatives (Munafò, et al., 2017). A discussion of these is beyond the scope of this paper, but most, if not all, could be successfully tested with the goal of improving research on psychological interventions. Similarly, Tackett, et al. (2017) scrutinized possible reasons why the conversation around reproducibility has remained peripheral in clinical psychology, such as a greater appreciation of complex and imperfect data or more variable sampling procedures. The authors also suggest challenges and recommendations in reference to reproducibility concerns specific to clinical psychology.

We further expand on a few general suggestions. First, the emerging field of meta-research (“research on research”) is essential for monitoring and diagnosing the “health” of psychological treatment research. Though science is often equated with primary research, inadequately planned, conducted or reported primary research, described in biased or unusable reports, with findings or data not fully accessible, is at best inconsequential and at worst harmful to patients and others studying or employing psychological treatments. Secondary/meta-research is indispensable in surveilling the integrity and transparency of the research process and in detecting systematic biases. This field includes research synthesis, meta-analysis and various other types of meta-epidemiological assessment, which critically examine the way studies are planned, conducted or reported, or seek to detect the influence of systematic biases in large collections of studies. Funders, academic institutions and journal editors need to recognize the
role of and encourage meta-research. Yet many meta-research investigations themselves suffer from the same waste-generating issues we identified, such as duplicating what is already known or researched, not being prospectively registered, or not sharing their underlying data.

Interventions intended to improve research quality should be planned and tested in adequately conducted and reported randomized trials (Bravo, Grimaldo, Lopez-Inesta, Mehmani, & Squazzoni, 2019); otherwise, they risk adding to the waste. For instance, only a handful of interventions to improve the quality of peer-review have been assessed in randomized trials, with mixed results (Bruce, Chauvin, Trinquart, Ravaud, & Boutron, 2016).

Furthermore, open science principles, such as transparency, ensuring that studies are accurately and fully described across all stages, from planning to the interpretation of findings, accessibility of data underlying results, reproducibility checks and independent replication at the very least of findings lined up for clinical translation, need to be placed at the core of psychological treatment research. It was somewhat surprising that the programmatic Lancet Psychiatry Commission on psychological treatments (Holmes, et al., 2018) did not attach greater importance and a more central part to open science (Cristea, 2018a). As we amply documented in this comment, deviations from open science principles and practices underlie most failures to engender transformative and useful research. Funders, journal editors and academic institutions could test the usefulness of the Transparency and Openness Promotion (TOP) guidelines (Nosek, et al., 2015) to incentivize the principles of transparency, openness and reproducibility in planning, conducting and reporting research.

Finally, we need to remain vigilant particularly of the strains of research currently prioritized, such as experimental psychopathology. The hype that often accompanies findings in this field is most likely detrimental and should be contained. The fact that a particular result
could have major treatments implications should not distract us from ensuring that the methods
by which it was obtained are sound, its reporting complete and transparent, and independent
replication does occur. The hypothetical promise of a particular type of theory or model cannot
supplant modest or fleeting effects, which are unlikely to engender any tangible benefit to
patients. Furthermore, if our aim is for psychological interventions to be developed
mechanistically, following a process similar to the development and testing of drugs, it must also
be acknowledged that, as with most initially encouraging drug targets, many originally promising
hypotheses stemming from the laboratory will need to be abandoned when they fail replication,
negative findings accumulate, or when independent, well-conducted meta-analyses show small
and unreliable effects, lack of effects in clinical populations, or issues with the way studies were
conducted. Even if all these conditions were met, translation from to proof-of-concept trials
might result in weak, unstable or non-durable effects which would not justify the immense
investment of a phase III trial.

In a thought-provoking comment, Ioannidis (2016b) argued that since most psychological
interventions probably do not work, they should be examined in “carefully properly biased”
(p.437) studies, where investigators give their best shot to augment the effectiveness of the
intervention, by increasing expectations, boosting any placebo effects, using waiting list control
arms and small samples. The phase would function as a pre-screening and only the interventions
attaining a reasonable effect under these very favourable conditions would move to the phase of
testing in a larger trial. While appealing, this system could never work if other sources of waste
are not tackled: studies poorly planned and implemented, reports unusable and incomplete,
negative findings stashed away, or data not accessible. Ultimately, if research and meta-research
on psychological interventions aims to become more mechanistic and science-based, it should
heed Douglas Altman’s famous proclamation “We need less research, better research, and research done for the right reasons” (Altman, 1994) (p.308).
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