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Abstract — Computational load remains a major concern when processing signals by means of sliding transforms. In this paper, we present an efficient algorithm for the fast computation of one-dimensional and two-dimensional sliding discrete Tchebichef moments. To do so, we first establish the relationships that exist between the Tchebichef moments of two neighboring windows taking advantage of Tchebichef polynomials’ properties. We then propose an original way to fast compute the moments of one window by utilizing the moment values of its previous window. We further theoretically establish the complexity of our fast algorithm and illustrate its interest within the framework of digital forensics and more precisely the detection of duplicated regions in an audio signal or an image. Our algorithm is used to extract local features of such a signal tampering. Experimental results show that its complexity is independent of the window size, validating the theory. They also exhibit that our algorithm is suitable to digital forensics and beyond to any applications based on sliding Tchebichef moments.

Index Terms: Tchebichef moments, sliding transform, fast computation, duplicated signal detection

I. INTRODUCTION

Tchebichef moments or transforms were first introduced by Mukundan et al. [1]. Since the Tchebichef polynomials are orthogonal in the discrete domain of coordinate space, their implementation does not involve any numerical approximation. This property makes them superior to the conventional continuous orthogonal moments such as Legendre moments and Zernike moments [2-5]. Thus, Tchebichef moments have been extensively used in pattern recognition [5], texture classification [6], medical image reconstruction [7] and forensics [8]. Among these applications, local features play an important role and allow avoiding a whole segmentation of objects [9]. Local moments have been shown of interest for the detection of key features [10-13]. However, one of the main drawbacks in their use as local features is their computational load inducing the needs for fast computation. In this paper, we investigate the local discrete orthogonal Tchebichef moment properties when used over sliding windows and we propose a fast computation algorithm of sliding discrete Tchebichef moments (SDTMs).

Basically, the sliding orthogonal transform of a signal means that the transform is computed on a fixed-size window of the signal, which is continuously updated with new samples while discarding the older ones [14]. Let \( f(x) \) be the original signal with length \( L \), and assume that the window at time instant \( p \) contains \( N \) values \( f(p), f(p+1), …, f(p+N-1) \), \( 0 \leq p, p+N-1 < L \), then, the sliding orthogonal transform is defined by [15,16]

\[
Y_s^p = \sum_{m=0}^{N-1} f(p+m)w_s\varphi(m,s), s = 0,1,…,N-1, \tag{1}
\]
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where \( w_m \) is a window function, and \( \{ \psi(m,s) \} \) is an orthogonal basis set. \( Y_j^p \) represents the orthogonal transform of the windowed signal around time \( p \).

In the past decades, many works have been reported in the literature for the fast computation of sliding transforms. They can be classified into two categories: 1) the structures of radix-2 and radix-4 fast algorithms such as sliding FFT [17], Hopping DFT [18], sliding Walsh Hadamard transform [19], sliding Haar transform [20], sliding conjugate symmetric sequency-ordered complex Hadamard transform [21]; 2) the first- and second-order shift properties of sliding transforms including sliding DFT [22, 23], sliding DCT [15], sliding DHT [16], sliding discrete fractional Fourier transform [24], sliding Walsh Hadamard transform [25], sliding Haar transform [26], modulated sliding discrete Fourier transform [27], and sliding geometric moment (SGM) [28].

In this paper, we suggest to utilize the first-order shift properties of SDTMs for their fast computation. The rest of this paper is organized as follows: Section II defines the one-dimensional and two-dimensional SDTMs. Some properties of orthogonal Tchebichef polynomials are reviewed. The proposed fast algorithm to compute SDTM and its computational complexity analysis are presented in Section III. Performance test and applications are reported in Section IV in the framework of digital forensics looking at the detection of duplicated signal segments or image regions. Section V concludes the paper.

II. PRELIMINARIES

A. Sliding discrete Tchebichef moment

According to the definition of the sliding orthogonal transform in (1), let us first introduce the 1-D SDTM for the orthogonal Tchebichef polynomials set. For a signal \( f(x) \) of length \( L \), \( x = 0, 1, \ldots, L-1 \), assume that the window of \( f(x) \) at time instant \( p \) contains \( N \) values \( f(p), f(p+1), \ldots, f(p+N-1) \), \( 0 \leq p, p+N-1 < L \), then the \( n \)th order 1-D SDTM is defined as

\[
T_n^p = \sum_{x=0}^{N-1} f(p+x)t_n(x), \quad n = 0,1,\ldots,N-1, \tag{2}
\]

where \( t_n(x) \) is the \( n \)th order orthonormal Tchebichef polynomial defined by

\[
t_n(x) = \frac{(1-N)_n}{\sqrt{\rho(n,N)}} \sum_{l=0}^{N-1} (-1)^l x^l (1+n)_l (1-l)^2 (1-N)_l, \quad n, x = 0,1,\ldots,N-1. \tag{3}
\]

Here \((a)_l\) is the Pochhammer symbol

\[
(a)_l = a(a+1)(a+2)\ldots(a+l-1), \quad l \geq 1, \text{ and } (a)_0 = 1, \tag{4}
\]

and the squared-norm \( \rho(n,N) \) is given by

\[
\rho(n,N) = \frac{(N+n)!}{(2n+1)(N-n-1)!}. \tag{5}
\]

For an \( N \times N \) block \([p, p+N-1] \times [q, q+N-1] \) of an image \( f(x,y) \) at position \((p, q)\), the \((n+m)\)th order 2-D SDTM is defined as

\[
T_{nm}^{p,q} = \sum_{x=0}^{N-1} \sum_{y=0}^{N-1} f(p+x,q+y)t_n(x)t_m(y), \quad n, m = 0,1,\ldots,N-1. \tag{6}
\]

B. Some properties of orthonormal Tchebichef polynomials [3]

In [3], Shu et al. established the following relationship between \( t_n(x) \) at position \( x \) and \( t_n(x+a) \) at position \( x+a \),

\[
t_n(x+a) = \sum_{l=0}^{n} \sum_{r=0}^{l} g_{s,l}(n,l) (-a)_r t_l(x), \tag{7}
\]

where

\[
g_{s,l}(n,l) = (-1)^s (2l+1)(N-l-1)! \sqrt{\frac{\rho(l,N)}{\rho(n,N)}} \sum_{r=0}^{l} (-1)^r s! (n+r+s)! (N-l-s)!(s+l+1)! (s-l)!(N-1-s)! \quad 0 \leq l \leq n. \tag{8}
\]

When \( a = 1 \) in (7), we have
where $g_i(n, l)$ is defined by (8).

III. FAST COMPUTATION OF SLIDING DISCRETE TCHEBICHEF MOMENTS AND ITS COMPUTATIONAL COMPLEXITY

In this section, we propose an efficient algorithm for the fast computation of 1-D SDTMs defined by (2) and 2-D SDTMs by (6). We also analyze its computational complexity.

A. Fast algorithm of 1-D sliding discrete Tchebichef moments

According to 1-D SDTM defined in (2), the 1-D SDTM at time instant $p + 1$ is given by

$$t_n(x + 1) = t_n(x) - \sum_{i=0}^{N-1} g_i(n, l) u_i(x), \quad (9)$$

Equation (10) can be rewritten as

$$T_n^{p+1} = t_n(N-1) f(p + N) + \sum_{i=0}^{N-2} f(p + x + 1) t_n(x). \quad (11)$$

Similarly, (2) can also be rewritten as

$$T_n^p = t_n(0) f(p) + \sum_{i=0}^{N-2} f(p + x + 1) t_n(x + 1). \quad (12)$$

Using (9), (11) and the symmetry property

$$g_i(n, l) = -1, \quad (13)$$

as well as making the notation $g_i(n, n) = -1$, the second term in (12) becomes

$$\sum_{i=0}^{N-2} f(p + x + 1) t_n(x + 1)$$

$$= \sum_{i=0}^{N-2} f(p + x + 1) t_n(x) - \sum_{i=0}^{N-1} g_i(n, l) \sum_{i=0}^{N-2} f(p + x + 1) t_i(x)$$

$$= T_n^{p+1} - t_n(N-1) f(p + N) - \sum_{i=0}^{N-1} g_i(n, l) [T_i^{p+1} - t_i(N-1) f(p + N)]$$

$$= -\sum_{i=0}^{N-1} g_i(n, l) [T_i^{p+1} - t_i(0) f(p + N)]. \quad (14)$$

By introducing (14) into (12), for all the moments up to order $M$, $M < N$, (12) can be expressed in a matrix form as

$$\begin{bmatrix} T_0^p \\ T_1^p \\ \vdots \\ T_M^p \end{bmatrix} = A_M \begin{bmatrix} T_0^{p+1} \\ T_1^{p+1} \\ \vdots \\ T_M^{p+1} \end{bmatrix} - B_M \begin{bmatrix} f(p + N) \\ -f(p + N) \\ \vdots \\ (-1)^M f(p + N) \end{bmatrix} + B_M \begin{bmatrix} f(p) \\ \vdots \\ f(p) \end{bmatrix}, \quad (15)$$

where

$$A_M = \begin{bmatrix}
  g_0(0,0) & 0 & 0 & L & 0 \\
  g_1(1,0) & g_1(1,1) & 0 & L & 0 \\
  g_1(2,0) & g_1(2,1) & g_1(2,2) & L & 0 \\
  M & M & M & M & M \\
  g_i(M,0) & g_i(M,1) & g_i(M,2) & L & g_i(M,M)
\end{bmatrix}, \quad (16)$$

$$B_M = \text{diag} \{ t_0(0), t_1(0), t_2(0), \ldots, t_M(0) \}. \quad (17)$$

Since the lower triangular matrix $A_M$ is non-singular, (15) can be written as
B. Generalization of the proposed fast algorithm to 2-D

The algorithm derivation presented in the previous section can be easily generalized to 2-D SDTMs.

The 2-D SDTM defined in (6) of the next sliding block \([p+1, p+N] \times [q, q+N-1]\) in the horizontal direction at position \((p+1, q)\) is given by

\[
T^{p+1}_{n,m} = \sum_{x=0}^{N-1} \sum_{y=0}^{N-1} f(p+1+x, q+y) \eta_n^m(x) \eta_n^m(y), \quad n, m = 0, 1, \ldots, N-1. \tag{19}
\]

Following the same procedure as for 1-D SDTM, the computation of the moments \(T^{p+1}_{n,m}\) of order up to \((M, M)\), i.e., \(0 \leq n, m \leq M, M < N\), can be obtained as follows:

\[
\begin{bmatrix}
T^{p+1}_{0,0} & T^{p+1}_{0,1} & \ldots & T^{p+1}_{0,M} \\
T^{p+1}_{1,0} & T^{p+1}_{1,1} & \ldots & T^{p+1}_{1,M} \\
\vdots & \vdots & \ddots & \vdots \\
T^{p+1}_{M,0} & T^{p+1}_{M,1} & \ldots & T^{p+1}_{M,M}
\end{bmatrix}
= -A_M \begin{bmatrix}
T^{p}_{0,0} & T^{p}_{0,1} & \ldots & T^{p}_{0,M} \\
T^{p}_{1,0} & T^{p}_{1,1} & \ldots & T^{p}_{1,M} \\
\vdots & \vdots & \ddots & \vdots \\
T^{p}_{M,0} & T^{p}_{M,1} & \ldots & T^{p}_{M,M}
\end{bmatrix}
- B_M \begin{bmatrix}
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1
\end{bmatrix}
+ B_M \begin{bmatrix}
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1
\end{bmatrix}
\]

where \(A_M\) and \(B_M\) are given in (16) and (17), respectively; \(TC^{p,q}_{m}\) and \(TC^{p+N,q}_{m}\) are the \(m\)th order 1-D SDTMs of an outgoing column \(f(p, q+y), 0 \leq y \leq N-1\), and an incoming one \(f(p+N, q+y), 0 \leq y \leq N-1\), respectively, given by

\[
TC^{p,q}_{m} = \sum_{y=0}^{N-1} f(p, q+y) \eta_n^m(y), \tag{21}
\]

\[
TC^{p+N,q}_{m} = \sum_{y=0}^{N-1} f(p+N, q+y) \eta_n^m(y). \tag{22}
\]

They can be calculated by the fast algorithm for 1-D SDTMs described in the previous section.

Similarly, for the vertical SDTM of the sliding block \([p, p+N-1] \times [q+1, q+N]\) at position \((p, q+1)\) defined as

\[
T^{p+q+1}_{n,m} = \sum_{x=0}^{N-1} \sum_{y=0}^{N-1} f(p+x, q+1+y) \eta_n^m(x) \eta_n^m(y), \quad n, m = 0, 1, \ldots, N-1, \tag{23}
\]

we can obtain the following relationship
where the superscript $T$ is the matrix transpose operation, $TR_n^{p,q}$ and $TR_n^{p,q+N}$ are the $n$th order 1-D SDTMs of an outgoing row $f(p+x, q)$, $0 \leq x \leq N-1$, and an incoming one $f(p+x, q+N)$, $0 \leq x \leq N-1$, respectively, given by

$$TR_n^{p,q} = \sum_{x=0}^{N-1} f(p+x, q) x_n(x), \quad (25)$$

$$TR_n^{p,q+N} = \sum_{x=0}^{N-1} f(p+x, q+N) x_n(x). \quad (26)$$

They can also be computed using the proposed fast algorithm for 1-D SDTMs.

Based on the above theoretical results, the 2-D SDTMs up to order $(M, M)$ of all overlapping blocks with size $N \times N$ for the image $f(x, y)$ can be computed as follows:

**Algorithm for computing the 2-D SDTMs up to order $(M, M)$**

Step 1) Compute all the Tchebichef polynomials displayed in (3) and the coefficient matrix given in (16) up to order $M$.

Step 2) Compute the moments for all $N$-length row vectors. Firstly, consider the first row vector of each row $y$ of the image $f(x, y)$ and calculate the moments of this vector using the direct algorithm. After that, consider other remaining row vectors of each row using the proposed fast algorithm for 1-D SDTMs.

Step 3) Calculate the moments for the $N$-length column vectors of the first row using the direct algorithm.

Step 4) Calculate the moments for the first block of the image $f(x, y)$, and then consider all the blocks of the first row using the proposed fast algorithm (20) for 2-D SDTMs based on the results obtained in Step 3).

Step 5) Process the remaining blocks using the proposed fast algorithm (24) based on the results obtained in Step 2) and Step 4).

**C. Computational complexity analysis**

Since the elements of the matrices $A_M$, $B_M$ and the polynomial values $t_n(x)$, $0 \leq n \leq M$, $0 \leq x \leq N-1$, are independent of the signal, they can be pre-computed and stored in a look-up table. Using this effect, we analyze the computational complexity of the proposed fast sliding algorithm based on (18) for 1-D signal and (20) or (24) for 2-D one as well as that of the conventional direct algorithm treating each window as a separate sub-signal.

(1) Computation of 1-D SDTMs

For simplicity, we consider here the computational complexity of moments up to the maximum order $M$ for a sliding $N$-length window of 1-D signal.

For the conventional direct algorithm, we see from (10) that the computational complexity is $N(M+1)$ multiplications and $(N-1)(M+1)$ additions. However, by using the symmetry property of $t_n(x)$ mentioned in (13), we can improve the direct algorithm (10) as follows.
This improved algorithm is called compact direct algorithm [2]. It is also easy to observe that the compact direct algorithm based on (27) requires \( N(M+1)/2 \) multiplications and \((N−1)(M+1)\) additions.

For the proposed fast algorithm, it can be seen from (18) that: (i) the computation of the matrix between the bracket requires \((M+1)\) multiplications and \((M+1)\) additions; (ii) the multiplication of the column vector obtained in the bracket by the lower triangular matrix \( A_M^{-1} \) needs \( M(M+1)/2 \) additions and \( M(M+1)/2 \) multiplications since all the diagonal elements \( g_{i}(n, n) \) of \( A_M^{-1} \) are equal to \(-1\); (iii) other operations in (18) also require \((M+1)\) multiplications and \((M+1)\) additions. Thus, the total computational complexity is \((M+1)(M+4)/2\) multiplications and \((M+1)(M+4)/2\) additions.

In [6], Marcos and Cristóbal proposed an algorithm to compute the Tchebichef moments in the frequency domain. Their algorithm uses the DFT of the input signal and the Tchebichef polynomials. This algorithm is also considered for comparison purpose. Note that: (i) the computation of the Tchebichef polynomials and their DFT are not taken into account due to their independence to the signal; (ii) only half of DFT coefficients are considered for the computation owing to the conjugate symmetry of DFT coefficients when the input signal is real; (iii) the computation of the DFT of the input signal is based on radix-2 FFT algorithm.

The computational complexities of the four algorithms are depicted in Table 1. It can be observed from this table that: (i) The proposed algorithm is independent of the window length \( N \) while this is not the case for the other three algorithms; (ii) the proposed algorithm requires fewer arithmetic operations than the other three algorithms when \( M \) is not greater than \((3N/2−5)\). Note that the order \( M \) must be smaller than the window length \( N \) according to the definition of Tchebichef moments in (2). Now, if we consider the worst case where \( M = N−1 \), it appears that (i) the proposed algorithm is superior to the other three algorithms when \( N > 8 \) and (ii) the proposed algorithm has the same number of arithmetic operations to the compact direct algorithm when \( N = 8 \).

### Table 1 Computational complexity for 1-D SDTMs order up to order \( M \)

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Multiplication</th>
<th>Addition</th>
<th>Arithmetic operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional direct algorithm</td>
<td>( N(M+1) )</td>
<td>((N−1)(M+1))</td>
<td>((2N−1)(M+1))</td>
</tr>
<tr>
<td>Compact direct algorithm[2]</td>
<td>( N(M+1)/2 )</td>
<td>((N−1)(M+1))</td>
<td>((3N/2−1)(M+1))</td>
</tr>
<tr>
<td>Frequency algorithm[6]</td>
<td>( N\log_{2}N+(N/2+2)(M+1) )</td>
<td>( 3N\log_{2}N−2N+(M+1)/2 )</td>
<td>( 5N\log_{2}N−2N+(N/2)(M+1) )</td>
</tr>
<tr>
<td>Proposed fast algorithm</td>
<td>((M+1)(M+4)/2)</td>
<td>((M+1)(M+4)/2)</td>
<td>((M+1)(M+4))</td>
</tr>
</tbody>
</table>

(2) Computation of 2-D SDTMs

In this section, we turn to the analysis of 2-D SDTMs and we provide the computational complexity of moments up to order \((M, M)\) for a sliding block of size \( N \times N \).

For the conventional direct algorithm, (10) can be rewritten as

\[
T_{np+1}^{p+1} = \sum_{x=0}^{N-1} \sum_{y=0}^{N-1} t_{n}(x) \sum_{x=0}^{N-1} f(p+1+x, q+y) y_{m}(y), \quad 0 \leq n, m \leq M.
\]  

Then, the computational complexity is \( N(N+1)(M+1)^{2} \) multiplications and \((N^{2}−1)(M+1)^{2} \) additions, while it is decreased to \( N(N+2)(M+1)^{2}/4 \) multiplications and \((N^{2}−1)(M+1)^{2} \) additions for the compact direct algorithm given by

\[
T_{np+1}^{p+1} = \sum_{x=0}^{N-1} t_{n}(x) \sum_{y=0}^{N-1} \sum_{y=0}^{N-1} f(p+1+x, q+y) + (-1)^{m} f(p+1+x, q+N−1−y) + (-1)^{m} f(p+N−x, q+y) + (-1)^{m} f(p+N−x, q+N−1−y)
\]  , \( 0 \leq n, m \leq M. \]  

Now, let us analyze the proposed fast algorithm of 2-D SDTMs using the same approach. It can be seen from (20) or (24) that:
(i) the computation of the matrix between the bracket requires \((M+1)^2\) multiplications and \((M+1)^2\) additions; (ii) the multiplication of the upper anti-triangular matrix gotten in the bracket by the lower triangular matrix needs \(M(M+1)^2/2\) multiplications and \(M(M+1)^2/2\) additions; (iii) the remaining operations in (20) or (24) still require \((M+1)^2\) multiplications and \((M+1)^2\) additions; (iv) the computation of 1-D horizontal SDTMs in (20) or 1-D vertical SDTMs in (24) using the proposed fast algorithm for 1-D SDTMs needs \((M+1)(M+4)/2\) multiplications and \((M+1)(M+4)/2\) additions. Thus, the total computational complexity is \((M+1)(M+2)(M+4)/2\) multiplications and \((M+1)(M+2)(M+4)/2\) additions.

Table 2 summarizes the computational complexities of the four algorithms. We can draw similar conclusions as 1-D SDTMs from Table 2. Moreover, when compared to 1-D SDTMs, the proposed algorithm for 2-D SDTMs is more efficient than the other three algorithms, even for the worst case where \(M = N–1\) as far as \(N \geq 3\). In fact, there are few cases in real applications with \(N < 4\). Since the proposed algorithm is independent of the block size, it is very suitable for applications which need to traverse the whole image using a block-based method, such as image forensics, pattern matching and texture analysis and so on.

### Table 2 Computational complexity for 2-D SDTMs up to order \((M, M)\)

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Multiplication</th>
<th>Addition</th>
<th>Arithmetic operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional direct algorithm</td>
<td>(N(N+1)(M+1)^2)</td>
<td>((N^2–1)(M+1)^2)</td>
<td>((2N–1)(N+1)(M+1)^2)</td>
</tr>
<tr>
<td>Compact direct algorithm[2]</td>
<td>(N(N+2)(M+1)^2/4)</td>
<td>((N^2–1)(M+1)^2)</td>
<td>(5N^2+2N–4(M+1)^2/4)</td>
</tr>
<tr>
<td>Frequency algorithm[6]</td>
<td>(2N^2\log_2N)</td>
<td>(3N^2\log_2N–4N^2)</td>
<td>(5N^2\log_2N–4N^2)</td>
</tr>
<tr>
<td>Proposed fast algorithm</td>
<td>((M+1)(M+2)(M+4)/2)</td>
<td>((M+1)(M+2)(M+4)/2)</td>
<td>((M+1)(M+2)(M+4))</td>
</tr>
</tbody>
</table>

**IV. PERFORMANCE TEST AND APPLICATION**

In this section, we first evaluate the performance of the proposed fast algorithm for SDTMs through a comparison of their computational time and we then consider its application in tampering detection. These tests were implemented in VS2010 on a ThinkPad notebook E420 with 2.40 GHz CPU and 4GB RAM.

#### A. Test of the fast SDTMs in terms of computational time

(1) 1-D SDTMs

In order to evaluate the performance of the proposed fast algorithm for 1-D SDTMs, ten signals (each with 100000 samples) were randomly generated. The values of these ten signals were normalized to the range \([-1, 1]\).

In the first experiment, the 1-D SDTMs of the ten signals were respectively computed using the aforementioned three algorithms. Considering our next targeted applications of 1-D SDTMs in audio signal, the window length \(N\) and the maximum order \(M\) were respectively set to 16 and 5. Table 3 presents their respective computational time. It can be observed from this table that: (i) our proposed algorithm is faster than the three others; (ii) the computation time remains stable whatever the signal used.

### Table 3 Computational time (millisecond) of different algorithms for the ten randomly generated signals (No.1-No. 10)

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional direct algorithm</td>
<td>32</td>
<td>32</td>
<td>31</td>
<td>32</td>
<td>32</td>
<td>31</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>33</td>
</tr>
<tr>
<td>Proposed fast algorithm</td>
<td>15</td>
<td>16</td>
<td>14</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>16</td>
<td>16</td>
<td>15</td>
</tr>
</tbody>
</table>

The objective of the second experiment is to evaluate the influence of the window size and of the moment order for the four algorithms. We used the same ten signals. In order to test the influence of the window size, two cases were considered: a) the window size \(N\) was varied from 6 to 44 with an increment of 2 and the corresponding order was set to \(M = N–1\), which is the worst case of the proposed algorithm; b) the window size \(N\) was varied from 8 to 44 with an increment of 4 using a fixed order set to \(M = 5\), which is the order used in the two applications that will be described later. In order to test the influence of moment...
order, the maximum order $M$ was varied from 5 to 15 and the window size $N$ is 16. Fig. 1 shows the average computational time for the ten signals. Note that Fig.1 (a) and (b) only shows the results of the frequency algorithm for the window sizes equalling to the power of 2 due to the radix-2 FFT algorithm. For other window sizes, zero padding can be applied but at the cost of an increased complexity: let $N$ be the length of the original signal. If $2^k < N < 2^{k+1}$, where $k$ is a positive integer, the complexity for the signal after zero padding will be equal to that for the signal with the length $2^{k+1}$. It can be observed from Fig. 1 that: (i) regarding to the window size, the proposed algorithm, although considered in the worst case ($M = N–1$), leads to a better performance; (ii) when a fixed order $M = 5$ is considered, the computational time of the proposed algorithm is independent of the window size. However, it is not the case for the other three algorithms, whose computational load increases at a fast rate. It is in agreement with the computational complexity shown in Table 1; (iii) although the computational time of the proposed algorithm increases with the moment orders, the advantage of the proposed algorithm over the direct algorithms and frequency algorithm is evident. This is also consistent with the computational complexity analysis.

![Fig. 1 Average computational time (millisecond) for the different algorithms with various window sizes $N$ and maximum moment orders $M$](image)

**Fig. 1 Average computational time (millisecond) for the different algorithms with various window sizes $N$ and maximum moment orders $M$**

(2) 2-D SDTMs

In order to test the efficiency of the proposed fast algorithm for 2-D SDTMs, considering the following application of 2-D SDTMs in image tampering detection, a set of six tampered images shown in Fig. 2 (a), (c), (e), (g), (i) and (k) has been chosen from the public image manipulation dataset [12]. The sizes of the six images are 504×760.

![Fig. 2 Eight tampered images (first and third columns) and their corresponding source images (second and fourth columns) from the public image manipulation dataset. (a) and (k) are plain copy-move forgery. (c), (e), (g), (i), (m) and (o) are the forgery combined with adding Gaussian noise (standard deviation is 0.1), JPEG compression (quality factor is 50), rotation (angle is 10 degree), scaling (factor is 109%), rotation (angle is 6 degree), and scaling (factor is 91%), respectively.](image)

In [29], Yap and Raveendran pointed out that the matrix representation and its operators are very effective in some software
packages, especially in Matlab, and they proposed a matrix-based implementation method to compute the Tchebichef moments. So, in this subsection, the proposed fast algorithm is compared with the two direct algorithms presented in Section III.C implemented in VS2010 as well as their matrix-based implementation in MATLAB R2006b. Note that the matrix-based implementation does not change the computational complexity.

In the first example, the SDTMs of the above six images were respectively calculated by using these different implementations. The block size was set to 16×16 and the maximum order of moments to 5, which is the same one used in [12] for Zernike moments. The resulting computational time is shown in Table 4. Although the matrix-based scheme leads to a significant benefit, it is far from the performance of our proposed algorithm.

In the second experiment, we evaluated the influence of block size, moment order, and image size. The six images used in the previous experiment were considered again. For the first test (i.e. influence of block size), two case were examined: (i) the block size $N \times N$ was varied from 6×6 to 44×44 with an increment of 2 and the maximum order $(M, M)$ was set to $(N−1, N−1)$ in all cases; (ii) the block size was varied from 8×8 to 80×80 with an increment of 8 and the order was set to (5, 5). For the second test, the block size was set to 16×16 and the maximum order of moments $(M, M)$ was varied from (5, 5) to (15, 15). For the third test, the block size was still fixed at 16×16, the order of moments was chosen equal to (5, 5), and then the six images were rescaled with a factor ranging from 0.5 to 2.1 with step 0.2. The results of the average computational times of these tests are respectively given in Fig. 3. Note that, the same as 1-D SDTMs, Fig. 3 (a) and (b) only shows the results of the frequency algorithm for the block size equalling to the power of 2 owing to the radix-2 FFT algorithm used. It can be seen from these figures that: (i) conclusions similar to those obtained through the previous experiment of 1-D SDTMs can be drawn; (ii) moreover, when compared to 1-D SDTMs, a greater advantage of the proposed fast algorithm over the other algorithms for 2-D SDTMs can be noticed.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>(a)</th>
<th>(c)</th>
<th>(e)</th>
<th>(g)</th>
<th>(i)</th>
<th>(k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compact direct algorithm</td>
<td>2.676</td>
<td>2.686</td>
<td>2.672</td>
<td>2.684</td>
<td>2.671</td>
<td>2.686</td>
</tr>
<tr>
<td>Matrix-based conventional direct</td>
<td>2.660</td>
<td>2.668</td>
<td>2.661</td>
<td>2.670</td>
<td>2.661</td>
<td>2.667</td>
</tr>
<tr>
<td>algorithm[29]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Matrix-based compact direct</td>
<td>2.365</td>
<td>2.370</td>
<td>2.365</td>
<td>2.371</td>
<td>2.363</td>
<td>2.367</td>
</tr>
<tr>
<td>algorithm[29]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed fast algorithm</td>
<td>0.083</td>
<td>0.088</td>
<td>0.082</td>
<td>0.089</td>
<td>0.082</td>
<td>0.088</td>
</tr>
</tbody>
</table>
Although the proposed algorithm is computationally efficient, it suffers from the problem of accumulated errors, which also exists for the fast computation of other sliding transforms, for example the sliding DFT [23]. For the SDTMs, the accumulated errors are introduced by the iterative updated equations (18), (20) and (24) on each sliding window and two matrices $A_M$ and $B_M$ in these equations. These two matrices must be calculated recursively, involving matrix multiplication and truncation and so leading to several sources of numerical approximation. In fact, if $A_M$ and $B_M$ are calculated in double precision, the accumulated errors remain small as it will be shown below. If one wants to further reduce the accumulated errors, the application of the proposed fast algorithm can be slightly modified by reinitializing the process at some regular interval $K$ (the procedure is restarted from the step 3) depicted in Section III.B). The following experiment was carried out to better quantify these accumulated errors.

For the six tampered images of size 504x760 considered in the previous subsection, we computed the SDTMs on 364305 ($(504-15)\times(760-15)$) blocks of size 16x16 for each image by using different values of the interval $K$. The definition of the relative errors between SDTMs can be found in [30]. The experimental results are provided in Table 5. They show that: (i) the modified algorithm allows reducing the accumulated errors from e-7 to e-14; (ii) however, the initial proposed algorithm with no interval leads also to small errors (lower than 2.56e-7).

### Table 5 Maximum relative error over 364305 blocks for different images using various $K$

<table>
<thead>
<tr>
<th>$K$</th>
<th>Fig.2(a)</th>
<th>Fig.2(c)</th>
<th>Fig.2(e)</th>
<th>Fig.2(g)</th>
<th>Fig.2(i)</th>
<th>Fig.2(k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>5.43e-14</td>
<td>1.04e-13</td>
<td>1.49e-13</td>
<td>4.03e-14</td>
<td>9.96e-14</td>
<td>1.36e-13</td>
</tr>
<tr>
<td>100</td>
<td>1.83e-13</td>
<td>1.07e-13</td>
<td>3.07e-13</td>
<td>6.87e-14</td>
<td>1.14e-13</td>
<td>1.83e-13</td>
</tr>
<tr>
<td>150</td>
<td>3.25e-13</td>
<td>1.87e-13</td>
<td>4.03e-13</td>
<td>1.19e-13</td>
<td>3.20e-13</td>
<td>4.50e-13</td>
</tr>
<tr>
<td>200</td>
<td>1.93e-12</td>
<td>6.41e-13</td>
<td>8.28e-13</td>
<td>8.93e-13</td>
<td>2.65e-12</td>
<td>1.31e-12</td>
</tr>
<tr>
<td>250</td>
<td>1.80e-11</td>
<td>4.85e-12</td>
<td>3.60e-11</td>
<td>7.89e-12</td>
<td>2.03e-11</td>
<td>8.47e-12</td>
</tr>
<tr>
<td>300</td>
<td>5.32e-11</td>
<td>2.52e-11</td>
<td>3.69e-10</td>
<td>5.05e-11</td>
<td>5.23e-11</td>
<td>6.12e-11</td>
</tr>
<tr>
<td>350</td>
<td>3.32e-10</td>
<td>1.50e-10</td>
<td>1.36e-9</td>
<td>3.59e-10</td>
<td>3.72e-10</td>
<td>4.60e-10</td>
</tr>
<tr>
<td>400</td>
<td>5.23e-10</td>
<td>6.43e-10</td>
<td>2.41e-9</td>
<td>1.00e-9</td>
<td>3.05e-9</td>
<td>2.35e-9</td>
</tr>
<tr>
<td>450</td>
<td>1.51e-9</td>
<td>2.95e-9</td>
<td>2.39e-9</td>
<td>1.68e-9</td>
<td>7.73e-9</td>
<td>1.32e-8</td>
</tr>
<tr>
<td>500</td>
<td>4.37e-9</td>
<td>6.63e-9</td>
<td>3.55e-9</td>
<td>7.40e-9</td>
<td>2.34e-8</td>
<td>3.61e-8</td>
</tr>
<tr>
<td>No interval</td>
<td>1.13e-7</td>
<td>7.11e-8</td>
<td>2.45e-7</td>
<td>6.10e-8</td>
<td>3.79e-8</td>
<td>2.56e-7</td>
</tr>
</tbody>
</table>

### B. Application of SDTMs to duplicated signal segments and image regions detection

As a kind of sliding orthogonal transform, SDTMs can be used to the same applications in signal processing as other sliding transforms, such as signal filtering, spectrum analysis, matching, and tampering detection. Here, tampering detection, more precisely the detection of duplicated signal segments in an audio wave or regions in an image, is considered. The general pipeline for copy-move forgery detection (CMFD) provided in [12] will be closely followed in our application examples.
With the rapid development of low cost and sophisticated image processing software tools, digital images can be tampered easily with no obvious visual traces. Copy-move manipulations, a common form of local processing, copy parts of an image and paste them somewhere else in the same image [31]. Therefore, automatic detection of duplicated regions is becoming one of the most important and popular digital forensic techniques currently [32]. In [12], Christlein et al. provided a general pipeline for blind passive CMFD without using source images shown in Fig. 4.

![Fig. 4 General processing pipeline for the region duplication forgery detection using the keypoint-based features or the block-based ones [12].](image)

The detailed steps for block-based methods are as follows:
1) Convert the color image to gray image;
2) Subdivide the test image into overlapping blocks of size \( N \times N \);
3) Match each feature vector by searching its nearest one with the minimum Euclidean distance in the feature domain using \( \text{kd-tree matching} \);
4) Remove the matched block pairs that are spatially close to each other, i.e. \( \| v_{ij} \|_2 < \tau_1 \), where \( v_{ij} \) is the translation difference (“shift vector”) between the matched blocks \( i \) and \( j \), and \( \| \cdot \|_2 \) is the Euclidean norm;
5) Cluster the remaining pairs that adhere to a joint pattern. Let \( P(A) \) be the number of pairs satisfying the same affine transformation \( T \). Remove all pairs that belong to a small number \( P(A) \), i.e. \( P(A) < \tau_2 \);
6) Preserve the connected regions with the number of pixels more than \( \tau_3 \) and highlight them with bright color as tampered regions.

Christlein et al. [12] have used two objective criteria \textit{Recall} (or true positive rate) and \textit{Precision} to evaluate the efficiency of the algorithms for duplicated region detection. \textit{Recall} represents the probability that a forgery is detected, while \textit{Precision} shows the probability that a detected forgery is truly forged. These two objective criteria are also used in the following experiments.

\( 1) \) \textit{Audio signal duplicated segments detection using 1-D SDTMs}

Audio forgery techniques could be used to falsify court evidence, conduct piracy over the Internet, or modify security device recordings or recordings of events taking place in different parts of the world. There are many ways to tamper digital audio. The duplicated audio inserting is a common one. For example, suppose that we have several audio wave files corresponding to some sentences. One can identify a segment of audio wave including the word “not” and insert this segment into any sentences to change their meaning [33].

So, in the present experiment, 1-D Tchebichef moments were considered as the feature set for detecting the duplicated segments in the signal. The procedure is similar to the one used in image and described by the steps 1 to 7 above. The differences are as follows: 1) the first step is replaced by a normalization of the signal values between 0 and 1 to deal with the different ranges of audio signal values; 2) the second step consists to subdivide the signal into overlapping \( N \)-length segments; 3) our fast method based on 1-D Tchebichef moments is applied in the third step. Note that the detection is also a blind passive one (i.e. the source signal is not used). The parameters \( N, \tau_1, \tau_2 \) and \( \tau_3 \) have been respectively set as: \( N = 16, \tau_1 = 50, \tau_3 = \tau_4 = 300 \). The maximum order \( M \) of 1-D SDTMs has been set to 5.

In order to evaluate the detection performance of the proposed algorithm based on 1-D SDTMs, 100 tampered audio signals were considered with 80 signals randomly selected from the public TIMIT dataset [34] and 20 signals created by us. One or two segments of each source file were copied and pasted somewhere else in the same signal to get the tampered signal. Furthermore,
to these 100 tampered signals, Gaussian white noise with different standard deviations (STDs) were added and converted into MP3 files with different compression ratios to test the robustness of the proposed algorithm.

We also compared the proposed algorithm with the recent work reported by Xiao et al [33]. In [33], Xiao et al. first defined the similarity between two segments and then used a fast convolution algorithm to calculate the similarity. The same two objective criteria (recall and precision) used in image tampering detection experiments were considered for comparison. The results are provided in Table 6 and Table 7. Two examples of detection are given in Fig. 5 and Fig. 6 for illustration. These two examples correspond to two worst cases of noise attack and MP3 compression attack. The detected duplicated segments are highlighted in black. It can be observed from these tables and figures that: 1) the two algorithms well detect duplicated segments in the attack-free scenario; 2) the proposed algorithm has a better performance than Xiao’s algorithm [33] in case of the attack.

### Table 6 Recall and precision for additive Gaussian white noise with different STDs

<table>
<thead>
<tr>
<th>STD of Gaussian</th>
<th>0</th>
<th>0.001</th>
<th>0.002</th>
<th>0.003</th>
<th>0.004</th>
<th>0.005</th>
<th>0.006</th>
<th>0.007</th>
<th>0.008</th>
<th>0.009</th>
<th>0.01</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall</td>
<td>Xiao’s algorithm[33]</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>95%</td>
<td>90%</td>
<td>86%</td>
<td>81%</td>
<td>74%</td>
<td>68%</td>
<td>63%</td>
</tr>
<tr>
<td></td>
<td>Proposed algorithm using 1-D SDTMs</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>96%</td>
<td>92%</td>
<td>87%</td>
<td>83%</td>
<td>80%</td>
</tr>
<tr>
<td>Precision</td>
<td>Xiao’s algorithm[33]</td>
<td>100%</td>
<td>100%</td>
<td>99%</td>
<td>93%</td>
<td>87%</td>
<td>82%</td>
<td>77%</td>
<td>70%</td>
<td>63%</td>
<td>56%</td>
</tr>
<tr>
<td></td>
<td>Proposed algorithm using 1-D SDTMs</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>98%</td>
<td>93%</td>
<td>89%</td>
<td>85%</td>
<td>82%</td>
<td>77%</td>
</tr>
</tbody>
</table>

### Table 7 Recall and precision for MP3 compression

<table>
<thead>
<tr>
<th>Compression ratio (Kbps)</th>
<th>16</th>
<th>24</th>
<th>32</th>
<th>40</th>
<th>48</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall</td>
<td>Xiao’s algorithm[33]</td>
<td>74%</td>
<td>83%</td>
<td>87%</td>
<td>93%</td>
</tr>
<tr>
<td></td>
<td>Proposed algorithm using 1-D SDTMs</td>
<td>84%</td>
<td>91%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Precision</td>
<td>Xiao’s algorithm[33]</td>
<td>69%</td>
<td>79%</td>
<td>85%</td>
<td>90%</td>
</tr>
<tr>
<td></td>
<td>Proposed algorithm using 1-D SDTMs</td>
<td>81%</td>
<td>90%</td>
<td>98%</td>
<td>100%</td>
</tr>
</tbody>
</table>
(2) **Image duplicated regions detection using 2-D SDTMs**

In [12], Christlein *et al.* compared the performance of 15 most prominent feature sets including the keypoint-based features SIFT and SURF, as well as the block-based ones using discrete cosine transform (DCT), discrete wavelet transform (DWT), principal component analysis (PCA), kernel-PCA (KPCA), Hu’s moment invariants, blur invariant moments and Zernike moments. Experimental results in [12] demonstrate that Zernike moments have on the overall the best performance. So, in this paper, we compared the feature sets based on Tchebichef and Zernike moments under the same CMFD pipeline as [12] given at the beginning of this section IV.B to evaluate the performance of the fast algorithm for 2-D SDTMs.

*a) Experimental dataset*

To do so, the public image manipulation dataset used in [12] was considered. This dataset contains 48 source images and many snippets manually extracted from these source images. The tampered images are obtained by copying and pasting these snippets into the source images. They cover different levels of sophistication with duplicated regions of varying numbers and sizes. In order to test the robustness, these snippets are also scaled, rotated, noised, or JPEG compressed before being copied and pasted. Some representative tampered images and their corresponding source images are shown in Fig. 2. The tampered regions are marked with red line. Note that the detection of duplicated regions discussed in this section is a blind one (no use of the source image). Here, the source images are only displayed for illustration.

The sizes of the images in this dataset vary from 800×533 to 2613×3900. In our experiments, the images larger than 1440×1440 were down-sampled with a scaling factor equal to 0.25 and the rest with a scale factor of 0.5. The reasons of this pre-processing are the following: (i) we want to accelerate the process of duplicated regions detection according to our PC configuration since a large image leads to a great number of feature vectors to be matched; (ii) the down-sampling does not affect the comparison of the three algorithms here used as shown in the experiments conducted on images of various sizes; (iii) experimental results reported in [12] have shown that the down-sampling leads to a decrease of the overall detection performance. So, here, we have tested attacks combined with down-sampling. These attacks are more complex than those carried out in [12].
Note that due to the down-sampling, the parameters $\tau_1$ and $\tau_2$ were set to 300 instead of 800 for the Zernike moments in [12]. The other parameters $N$, $\tau_1$, and $M$ remained identical as in [12]: $N = 16$, $\tau_1 = 50$ and $M = 5$.

b) Experimental results

We compared the proposed algorithm using 2-D SDTMs with two other algorithms. The first one, which is named “Algorithm 1” hereafter, is the algorithm reported in [12], combining the Zernike moment features with a kd-tree matching. The second one, called “Algorithm 2”, also based on Tchebichef moments, was proposed by Li et al. [35] where the moments of every block are computed using the direct algorithm coupled with a lexicographic sorting for matching similar feature vectors.

The results are shown in Table 8 and Fig. 7-Fig. 10. They show that:

1) The proposed algorithm, which combines the Tchebichef moments with kd-tree matching, is superior to the other two algorithms in terms of both Recall and Precision, no matter the manipulations done, except for the rotation operations for Algorithm 1 [12]. This is mainly due to the following facts: (i) Tchebichef moment features are superior to Zernike moment features [1-5]; (ii) the kd-tree matching can achieve better results than the lexicographic sorting [12]; (iii) the features used in Algorithm 1 are the magnitudes of the Zernike moments, invariant to rotations;

2) Both criteria decrease when increasing the level of attacks (higher noise, larger compression, etc.) except for few cases;

3) Due to the image down-sampling, the overall performances of all compared algorithms are slightly inferior to the results obtained in [12] when the original full size images are used: both of the Recall and Precision for the plain region duplication forgery is lower than 100%. This behavior has also been observed and pointed out by Christlein et al. in [12](Algorithm 1).

Table 8 Results for plain region duplication forgery (Algorithm 1 is based on Zernike moments and kd-tree matching; Algorithm 2 combines Tchebichef moments and lexicographic sorting; the proposed algorithm uses the fast computation of Tchebichef moments and kd-tree matching)

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Recall %</th>
<th>Precision %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 1[12]</td>
<td>89.6</td>
<td>87.5</td>
</tr>
<tr>
<td>Algorithm 2[35]</td>
<td>87.5</td>
<td>85.4</td>
</tr>
<tr>
<td>Proposed algorithm using 2-D SDTMs</td>
<td>93.8</td>
<td>87.5</td>
</tr>
</tbody>
</table>

Fig. 7 Recall and precision for additive Gaussian white noise
In order to better apprehend these results, visual examples are provided in Fig. 11. These examples correspond to some of those shown in Fig. 2 in the case of a plain copy-move forgery and four different types of additional manipulations. Detected regions are highlighted by colored areas. It can be seen from this figure that the proposed algorithm can correctly detect duplicated regions though the snippets are processed by some manipulations before being pasted. However, this is not the case for the other algorithms. Indeed, sometimes Algorithm 1 and Algorithm 2 fail to detect or localize properly duplicated regions with many false positives detection (see for instance, the sky regions of Fig. 11(g) and (h)).
V. CONCLUSIONS

In this paper, by establishing the link between the Tchebichef moments of two overlapping windows based on some properties of the Tchebichef polynomials, we have presented a fast computation algorithm for 1-D and 2-D sliding discrete Tchebichef moments. The computational complexity analysis and the experimental results demonstrate that our algorithm is more efficient than the conventional direct ones. A notable difference with the direct algorithm is that the proposed algorithm is independent of the block size and is particularly suitable for applications which need to slide a window over the whole signal or image.

Two application examples aimed at the detection of duplicated signal segments and image regions has been developed in order to show the efficiency of our approach. On one hand, we have shown that our 1-D SDTMs algorithm leads to a better performance in audio signal than the algorithm reported by Xiao et al [33]. On the other hand, for image duplicated regions detection, our solution based on 2-D SDTMs is superior to the algorithm based on Zernike moment features and kd-tree technique reported in [12] and the algorithm proposed by Li et al. [35] where the Tchebichef moments of every block are used in combination with a lexicographic technique.
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