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Analysis of laser speckle contrast images variability
using a novel empirical mode decomposition:

comparison of results with
laser Doppler flowmetry signals variability

Anne Humeau-Heurtier, Pierre Abraham, and Guillaume Mahé

Abstract—Laser Doppler flowmetry (LDF) and laser speckle
contrast imaging (LSCI) have emerged as non invasive optical
modalities to monitor microvascular blood flow. Many stud-
ies proposed to extract physiological information from LDF
by analyzing signals variability. By opposition, such analyses
for LSCI data have not been conducted yet. We propose to
analyze LSCI variability using a novel data-driven method:
the complete ensemble empirical mode decomposition with
adaptive noise (CEEMDAN). CEEMDAN is suitable for non
linear and non stationary data and leads to intrinsic mode
functions (IMFs). It is based on the ensemble empirical mode
decomposition (EEMD) which relies on empirical mode decompo-
sition (EMD). In our work the average frequencies of LSCI IMFs
given by CEEMDAN are compared with the ones given by EMD
and EEMD. Moreover, LDF signals acquired simultaneously
to LSCI data are also processed with CEEMDAN, EMD and
EEMD. We show that the average frequencies of IMFs given by
CEEMDAN depend on the signal to noise ratio (SNR) used in
the computation but, for a given SNR, the average frequencies
found for LSCI are close to the ones obtained for LDF. By
opposition, EEMD leads to IMFs with frequencies that do not
vary much when the SNR level is higher than a threshold. The
new CEEMDAN algorithm has the advantage of achieving a
complete decomposition with no error in the reconstruction but
our study suggests that further work is needed to gain knowledge
in the adjustment of the added noise level. CEEMDAN, EMD
and EEMD are data-driven methods that can provide a better
knowledge of LSCI.

Index Terms—Laser speckle contrast imaging, Empirical mode
decomposition, Biomedical image processing, Laser Doppler
flowmetry, Microvascular blood flow.

I. I NTRODUCTION

T HE monitoring, modeling and processing of microvas-
cular blood flow data is of clinical interest for early

diagnosis of pathologies or as surrogate markers (see, e.g.,
[1], [2], [3]). Thus, for pathologies as diabetes or hypertension
early microvascular changes have been shown to appear long
before organ dysfunctions become clinically manifest (see,
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du Lac, 49000 Angers, France e-mail: anne.humeau@univ-angers.fr

P. Abraham is with University of Angers, CHU d’Angers, Laboratoire de
Physiologie et d’Explorations Vasculaires, UMR CNRS 6214-INSERM 1083,
49033 Angers cedex 01, France.
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e.g., [4], [5]). For systemic sclerosis, burns, flaps, or wounds,
skin microvasculature is specifically affected and evoluates
with the disease ([6], [7]). Different optical techniques have
become available to monitor microvascular blood flow. Among
them, the laser Doppler flowmetry (LDF) and the laser speckle
contrast imaging (LSCI) offer advantages for a continuous
and non invasive monitoring of microvascular blood flow ([8],
[9]). LDF was introduced in the 1970s ([10]) and is now a
commonly used technique that provides an index of perfusion,
see an example in Fig. 1. The principle relies on the analysis
of the Doppler shifts that are induced by the interactions
between photons of a laser light and moving blood cells of the
microcirculation in the tissue under study: in LDF the perfu-
sion is proportional to the integral of the frequency-weighted
Doppler power spectrum of the backscattered photons and can
be written in the form

PerfusionLDF ∼

∫
∞

0

ωP (ω)dω, (1)

whereP (ω) is the power spectrum for only the frequency-
shifted part of the light (i.e.P (ω) = 0 whenω = 0) ([11]).
LDF has the advantage of having a well-established the-
ory ([12]). However, it is a single-point monitoring technique
with low reproducibility ([13], [14]). Based on the LDF
principle, laser Doppler imagers have been proposed to obtain
2D perfusion images but they rely on a scan of the zone under
study (see, e.g., [15], [16]). The acquisition is therefore low,
and rapid physiological phenomena may be missed with such
imagers. Full-field laser Doppler imagers have been proposed
in the last years but necessitate high-speed cameras ([17],
[18], [19], [20], [21], [22], [23], [24]). Very recently, laser
speckle contrast imagers have been commercialized and have
the advantage of being full-field and based on low cost devices,
compared to other techniques ([25], [26]). As for LDF, LSCI
relies on the interaction of a laser light with the tissue under
study. In LSCI the scattered light is imaged onto a camera.
Due to constructive and destructive interferences coming from
phase differences involved in the backscattered light, speckle
patterns are obtained on the camera. Moreover, the movements
of the scattering particles in the analyzed tissue generate
dynamic speckled images. The exposure time of the camera
leads to the integration of the intensity variations which results
in a blurring of the speckle pattern. The degree of blurring is
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Fig. 1. Laser Doppler flowmetry signal recorded on the forearm of a healthy
subject at rest.

Fig. 2. Laser speckle contrast image of a zone on the forearm of ahealthy
subject.

given by the speckle contrastK that is computed as

K(x, y) =
σN

µN

, (2)

where σN and µN are respectively the standard deviation
and mean of the pixel intensity in a neighborhood around the
pixel in the speckle raw data. The LSCI perfusion index is
then computed from the contrast values: LSCI perfusion value
is inversely proportional to the contrastK, see an example
in Fig. 2. Many works on instrumentation and processing of
LSCI data are still proposed ([26], [27], [28], [29]). Even if
LSCI has the advantage of giving images with high temporal
and spatial resolutions, LSCI data are not fully understood
yet. In particular, the physiological activities that can be
extracted from the images are still unknown.

From biomedical data, physiological activities can be
extracted through spectral analyses (see, e.g., [30], [31], [32]).
LDF signals have thus been the subject of several spectral
analyses ([33]). Two commonly used methods for spectral
studies are the (fast) Fourier transform and autoregressive
models (see, e.g., [34]). However, with these methods,
implicit assumptions of linearity and stationarity are required.
Nevertheless, such assumptions are not valid for biomedical
data. Wavelet decompositions have also been extensively
applied to extract physiological activities (see, e.g., [35] for
LDF signals). Wavelet decompositions are standard kernel

based approaches. Empirical mode decomposition (EMD)
has been introduced at the end of the 1990s as a fully
data-adaptive method to extract fast and slow oscillations
of non linear and non stationary signals ([36], [37]). From
that time, EMD has been used in many biomedical studies
for diagnoses purposes (see, e.g., [38]). However, EMD has
some drawbacks (presence of “mode mixing”, see below).
Therefore, a new EMD-based algorithm, the ensemble
EMD (EEMD), has been proposed in 2009 ([39]). EEMD
performs an EMD over an ensemble of the signal under
study plus Gaussian white noise. However, with EEMD new
problems have been introduced: a residual noise is present
in the signal reconstructed by EEMD and the mode mixing
problem is again present in most applications to real data.
To overcome this situation, another EMD-based algorithm,
the complete EEMD with adaptive noise (CEEMDAN), has
been presented in 2011 ([40]). CEEMDAN algorithm leads
to an exact reconstruction of the original signal and a cleaner
spectral separation of modes.

We propose in this paper to advance the knowledge of LSCI
data by analyzing oscillations of laser speckle contrast image
sequences through the use of the very recent CEEMDAN
algorithm. Our goal is to answer the following questions:
(i) from the temporal evolution of LSCI pixels what are
the oscillations that can be extracted with the CEEMDAN
algorithm? (ii) Are these oscillations similar when comparing
time evolution of regions of interest (ROI) instead of time
evolution of single pixels in laser speckle contrast images?
(iii) Are the oscillations found in LSCI time series (temporal
evolution of pixels or ROI) similar to the ones found in LDF
time series recorded simultaneously to LSCI data? (iv) Finally,
are the oscillation frequencies found with the CEEMDAN
algorithm the same as the ones found with EMD and EEMD
algorithms? In order to answer these four questions, we herein
apply the CEEMDAN algorithm to LSCI and LDF data
recorded simultaneously in healthy subjects. The latter data
are also processed with EMD and EEMD algorithms.

II. M ATERIALS AND METHODS

A. Measurement procedure

The measurement procedure that was performed for the
data acquisition was carried out in accordance with the
Declaration of Helsinki. All the subjects that were included
in the work (nine Caucasian subjects) provided written,
informed consent prior to participation. All the subjects were
without known disease. They were placed supine in a quiet
room with controlled temperature ([41]) and without any
air movements ([42]). LSCI perfusion data were recorded
on the right forearm dorsal face, in arbitrary laser speckle
perfusion units (APULSCI). For this purpose, a PeriCam
PSI System (Perimed, Sweden) having a laser wavelength of
785 nm and an exposure time of 6 ms was used. The distance
between the laser head to skin was set at 15.5 cm ([43])
which gave images with a resolution around 0.44 mm. LSCI
images were recorded with a sampling frequency of 18 Hz
during 13.8 min (15000 samples) and stored on a computer
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for an off-line analysis.

Moreover, for each subject, simultaneously to LSCI data
acquisition, one LDF signal was recorded. For this purpose,
a laser Doppler probe (model 455, Perimed, Sweden) was
connected to a laser Doppler flowmeter having a 780 nm
wavelength (PeriFlux System 5000, Perimed, Sweden)
and positioned on the forearm that was imaged by the
laser speckle contrast imager. LDF perfusion values were
assessed in arbitrary laser Doppler perfusion units (APULDF )
and recorded on a computer via an analog-to-digital
converter (Biopac System) with a sampling frequency of
20 Hz. A sub-sampling to 18 Hz was then performed.

On each LSCI recordings, one pixel was chosen arbitrarily
in the first laser speckle contrast image of the images sequence,
and followed with time. This led to one time series of 15000
samples for each of the nine subjects. The corresponding
times series were processed with the CEEMDAN, EMD and
EEMD algorithms as presented thereafter. Moreover, around
each of the above-mentioned pixels, square ROI of size3× 3
pixels2 (1.74 mm2), 9 × 9 pixels2 (15.68 mm2), 15 × 15
pixels2 (43.56 mm2), 23× 23 pixels2 (102.41 mm2), 31× 31
pixels2 (186.05 mm2), and61×61 pixels2 (720.39 mm2), were
determined ([44], [45], [46], [47]). For each ROI, the mean of
the pixel values (in APULSCI) inside the ROI was computed
and followed on each image of the sequence to obtain time-
evolution signals. These new time-evolution signals were also
processed with the CEEMDAN, EMD and EEMD algorithms.

B. The empirical mode decomposition

EMD consists in a local and fully data-driven separation of
a signal in fast and slow oscillations and behaves as a dyadic
filter bank ([48]). EMD relies on the decomposition of the
signal under study into intrinsic mode functions (IMFs) or
modes ([36]). A signal is considered as an IMF if it satisfies
the two following conditions: (i) the number of extrema and
the number of zero crossing must be equal or differ at most
by one; (ii) the mean value of the upper and lower envelopes
is zero everywhere.

For a discrete signalx[n] the EMD algorithm is the follow-
ing ([36])

1) identify all extrema of the signalx[n]
2) interpolate between minima (respectively maxima), end-

ing up with some “envelope”emin[n] (respectively
emax[n])

3) compute the averagem[n] = (emin[n] + emax[n])/2
4) extract the detaild[n] = x[n]−m[n]
5) iterate on the residualm[n]

The above algorithm has to be refined by a sifting process (an
inner loop that iterates steps (1) to (4) upon the detail signal
d[n]) until the detail signald[n] can be considered as zero-
mean from the stopping criterion ([49]). This leads to a detail
considered as the effective IMF. Afterwards the corresponding
residualm[n] is computed and then step (5) applies. At the

end we obtain

x[n] =

K∑

k=1

IMFk[n] +R[n], (3)

whereR[n] = mK [n] is the residue that corresponds to the
signal approximation at the lowest resolution, i.e. the trend
andIMFk[n] is thek-th IMF ([36]). Thus, EMD performs a
multi-scale decomposition. However, EMD has the drawback
of leading to mode mixing: presence of oscillations of very
disparate amplitude in a mode, or presence of very similar
oscillations in different modes ([39]).

C. The ensemble empirical mode decomposition

EEMD has been proposed to overcome mode mixing in
EMD. Thus EEMD is based on EMD where the signal
processed is an ensemble constituted by the original signal
and Gaussian white noise ([39]). The EEMD algorithm for a
discrete signalx[n] is the following

1) computexi[n] = x[n] + wi[n], where wi[n] with
i = 1, . . . , I are different realizations of white Gaussian
noise

2) decompose eachxi[n] (i = 1, . . . , I) with EMD. The
corresponding modesIMF i

k[n] are obtained, wherek =
1, . . . , K indicates the modes

3) compute the modesIMF k of the EEMD method by
averaging theIMF i

k as:IMF k[n] =
1
I

∑I

i=1 IMF i
k[n]

IMF k does not necessarily satisfy the conditions required to
be an IMF.

EEMD has the advantage, over EMD, of solving the mode
mixing problem. However, it introduces other drawbacks:
when reconstructing the signal after the application of EEMD,
residual noise is obtained ([40]). Moreover, processing the
same original signal several times with EEMD can produce
different number of modes for each application ([40]).

D. The complete ensemble empirical mode decomposition
with adaptive noise method

The CEEMDAN method has been proposed to provide an
exact recontruction of the original signal and to obtain a
better spectral separation of the modes ([40]). Moreover, it
decreases the computational cost ([40]). CEEMDAN is based
on EEMD. For a signalx[n], the CEEMDAN algorithm is the
following ([40])

1) computeI realizations ofx[n] + ε0w
i[n] wherewi[n]

with i = 1, . . . , I are different realizations of white
Gaussian noise andε0 is the noise standard deviation

2) decompose the aboveI signals by EMD to obtain their
first modes

3) compute the first mode˜IMF 1 of the CEEMDAN
method as

˜IMF 1[n] =
1

I

I∑

i=1

IMF i
1[n] = IMF 1[n] (4)

4) calculate the first residue as

r1[n] = x[n]− ˜IMF 1[n] (5)
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5) by definingEj(·) as the operator that produces thej-th
mode with the EMD algorithm, decompose realizations
r1[n] + ε1E1(w

i[n]), i = 1, . . . , I, until their first EMD
mode. εk (k = 1 for this step) allows to select the
signal to noise ratio (SNR) at each stage. Then, define
the second mode as

˜IMF 2[n] =
1

I

I∑

i=1

E1(r1[n] + ε1E1(w
i[n])) (6)

6) for k = 2, . . . , K compute thek-th residue as

rk[n] = r(k−1)[n]− ˜IMF k[n] (7)

7) decompose realizationsrk[n] + εkEk(w
i[n]), i =

1, . . . , I, until their first EMD mode and define the
(k + 1)-th mode as

˜IMF k+1[n] =
1

I

I∑

i=1

E1(rk[n] + εkEk(w
i[n])) (8)

8) go to step 6 for nextk
Steps 6 to 8 are done till the residue cannot be decom-

posed (when it does not contain at least two extrema). The
final residue can be written as

R[n] = x[n]−
K∑

k=1

˜IMF k, (9)

where K is the number total of modes. The CEEMDAN
method has the advantage, over EEMD, of leading to a
complete decomposition and leads to a numerically negligible
error: the original signalx[n] can be written as

x[n] =

K∑

k=1

˜IMF k[n] +R[n]. (10)

Moreover, it gives a better spectral separation of the modes,
needs a lower number of sifting iterations and thus is cost-
computationaly interesting ([40]). In the CEEMDAN algo-
rithm a particular noise is added at each stage of the decom-
position. A unique residue is calculated to obtain each mode.

III. R ESULTS AND DISCUSSION

To have a fair comparison between CEEMDAN and EEMD,
the exact same set of values for the ensemble size and the
noise amplitude have been used in the two algorithms. We
used 500 realizations. Furthermore, we fixed the same SNR
εk value for all stages. Ten values forεk have been tested:
0.1 to 4.6 by step of 0.5. Moreover, for CEEMDAN, EMD
and EEMD, the stopping criterion for sifting (the stopping
criterion determines the number of sifting steps to produce
an IMF) was chosen as described by Rillinget al. ([50]).
This stopping criterion is based on two thresholdsθ1 and θ2
to guarantee globally small fluctuations in the mean, while
taking into account locally large excursions ([50]). The mode
amplitude - defined asα(t) = (emax(t) − emin(t))/2 - and
the evaluation function - defined asσ(t) = |m(t)/α(t)| -
are introduced so that sifting is iterated untilσ(t) < θ1 for
some prescribed fraction(1 − α) of the total duration, while
σ(t) < θ2 for the remaining fraction ([50]). In our work,

we setθ1 = 0.05, θ2 = 0.5 andα = 0.05, as recommended
by Rilling et al. ([50]). The maximum number of sifting
iterations allowed was set to 5000. Finally, based on the
work by Rilling et al. ([50]), we have chosen a cubic spline
interpolation. Indeed, Rillinget al. report that other types
of interpolation (linear or polynomial) tend to increase the
required number of sifting iterations and to “over-decompose”
signals by spreading out their components over adjacent
modes ([50]).

The average number of modes given by the CEEMDAN
algorithm for LSCI and LDF data and for all the SNR
εk values tested are shown in Table I. From this table we
observe that the average number of modes obtained with the
CEEMDAN algorithm for LSCI data is between 14.7 and
16.0. For LDF it is between 14.7 and 15.7. Moreover, this
number of modes does not vary much when the LSCI ROI
sizes increase. Furthermore, for a given SNRεk value, the
average number of modes obtained with the CEEMDAN
algorithm for LSCI data is close to the average one obtained
for LDF signals. This is true whatever the LSCI ROI size.
Moreover, we note that the number of modes shows a low
increasing trend when the SNRεk increases. This is true for
LSCI data and LDF signals.

On each IMF obtained with the CEEMDAN algorithm, we
determined the local extrema. From the latter, the average
frequency of the oscillations has been determined. The results
for LSCI data (single pixel time series and ROI times series)
and LDF signals are presented in Tables II, and III, for each
value of the SNRεk tested. ˜IMF 1 to ˜IMF 3 are not shown as
they correspond to frequencies higher than 2 Hz and therefore
cannot correspond to physiological activities. Moreover, for
clarity reasons in Tables, the lowest frequencies shown are
the ones of ˜IMF 13. From these results we observe that

• for a given IMF, the average oscillation frequencies
show small variations when the ROI size of LSCI data
increases. This is true for all the SNRεk values

• for a given IMF, the oscillation frequencies increase when
the SNRεk value increases. This is true for LSCI and
LDF data. Thus, with LSCI data, forεk = 0.1 and
for a ROI size of3 × 3 pixels2, the average frequency
oscillation for IMF4 is 1.431± 0.043 Hz whereas it is
of 2.899± 0.032 Hz forεk = 4.6

• for a given SNRεk value the average oscillation frequen-
cies obtained for LSCI data are close to the ones obtained
for LDF signals

We also have processed the LSCI and LDF data with EMD
and EEMD algorithms. As for the CEEMDAN results, we
determined the local extrema of each IMF, from which the
average frequency of the oscillations has been determined. The
results are presented in Table IV for EMD and in Tables V and
VI for EEMD. For EMD and EEMD, onlyIMF4 to IMF10

or IMF11 are shown as some data had only 10 or 11 IMF.
From EMD results (see Table IV) we observe that

• for a given IMF (LSCI data), the average oscillation
frequencies obtained with a ROI of1 × 1 pixels2 is



ACCEPTED M
ANUSCRIP

T

5

higher than the ones obtained with the other ROI sizes.
This may be due to the fact that LSCI single pixels in
time have statistical properties similar to those of white
noises ([47]). For larger ROI sizes on LSCI data, the
signal-to-noise ratio increases

• for ROI sizes higher than1 × 1 pixels2 on LSCI data
and for a given IMF, the average oscillation frequencies
show small variations when the ROI size on LSCI data
increases

• for a given IMF, the average oscillation frequencies
obtained with LSCI data is more than two times larger
than the ones obtained with LDF data

• the average oscillation frequency obtained for IMFn with
LDF signals is close to the one obtained for IMFn+2 with
LSCI data (6 ≤ n ≤ 8)

From EEMD results (see Tables V and VI) we observe that

• for a given IMF and for all SNRεk values, for a ROI
size higher than1× 1 pixels2 in LSCI data, the average
oscillation frequencies show small variations when the
ROI size increases

• for a given IMF and for SNRεk values higher than 2.1,
the oscillation frequencies do not show large variations
when the SNRεk value increases. This is true for LSCI
and LDF data. Thus, with LSCI data, forεk = 2.6 and
for a ROI size of3 × 3 pixels2, the average frequency
oscillation for IMF4 is 1.106± 0.031 Hz whereas it is
of 1.108± 0.040 Hz forεk = 4.6

• for a SNRεk value lower than 2.1, the average oscillation
frequencies obtained for LDF data increases with SNRεk
for a given IMF

• for a SNRεk value larger than 2.1, the average oscillation
frequencies obtained for LSCI data (ROI sizes higher than
1 × 1 pixels2) are close to the ones obtained for LDF
signals

A comparison of the average oscillation frequencies given
by the CEEMDAN, EMD and EEMD algorithms shows that

• for LSCI data, for a given SNRεk value in CEEMDAN
and EEMD and algorithms, a given IMF and ROI size, the
average oscillation frequency given by the CEEMDAN
algorithm is higher than the one given by the EMD and
EEMD algorithms

• for LDF signals, for a given SNRεk value in CEEMDAN
and EEMD algorithms and a given IMF, the average
oscillation frequency given by the CEEMDAN algorithm
is higher than the one given by the EMD and EEMD
algorithms

• for LSCI data (ROI sizes higher than1× 1 pixels2) and
a given IMF, the average oscillation frequencies given by
the EMD algorithm are in the same range as the ones
given by the EEMD algorithm, whatever the SNRεk
value

• for LDF signals, the average oscillation frequencies given
by the EMD algorithm for IMFk are close to the ones
given by the EEMD algorithm for IMFk+1 when the SNR
εk value is set to 0.6. However, for EEMD, the standard
deviations are lower than the ones given by the EMD
algorithm

All these results raise the question of the choice of
the SNR εk value in CEEMDAN and EEMD algorithms.
It has been reported that, for CEEMDAN and EEMD,
the added noise level and number of realizations can be
adjusted depending on the application ([51]). Wu and Huang
suggested to use small amplitude values for data dominated
by high-frequency signals, andvice versa ([39]). However,
from our results, we observe that this may be not an easy
task. Using different values of the SNRεk, the information
extracted from oscillations present in the data can be different.

From works based on wavelets, it has been reported that
LDF signals contain six main frequencies in the frequency
interval 0.0095 - 2.0 Hz ([52]) and each of these frequen-
cies reflects a physiological process: [0.6 - 2.0] Hz (heart-
beat), [0.145-0.6] Hz (respiratory activity), [0.052 - 0.145]
Hz (intrinsic myogenic activity of vascular smooth muscle),
[0.021 - 0.052] Hz (neurogenic (sympathetic) activity of the
vessel vall), [0.0095 - 0.021] Hz (NO-dependent endothelial
activity), [0.005 - 0.0095] Hz (non-NO-dependent endothelial
activity) ([53]).

The oscillation frequencies obtained with the EMD
algorithm on LDF signals can be classified in these intervals:
0.502 Hz and 0.228 Hz in the interval of the respiratory
activity; 0.109 Hz and 0.056 Hz in the interval of the intrinsic
myogenic activity of vascular smooth muscle; 0.027 Hz in the
interval of the sympathetic activity; 0.014 Hz in the interval
of the NO-dependent activity and 0.007 Hz in the interval of
the non-NO-dependent endothelial activity. The presence of
two oscillations in the frequency range corresponding to the
respiratory and intrinsic myogenic activities remains to be
studied.

EMD is an adaptive method: it is based and derived
from the data. By opposition, Fourier analyses or time
scale wavelet decompositions require a predetermined basis:
sinusoidal functions for Fourier analyses and mother wavelets
(e.g., Morlet, Daubechies, or many others) for wavelet
decompositions. LDF signals have extensively been studied
through wavelets (see, e.g., [54], [55], [56], [57]). However,
from the best of our knowledge, only a few EMD-based
analyses have been performed on such signals ([58], [59],
[60]). Moreover, as far as we are concerned, no EMD study
has been conducted on LSCI data. Our work is therefore the
first one to present an EMD-based analysis of LSCI data and
to compare the results with those obtained with LDF signals
recorded simultaneously.

It is recognized that EMD and EEMD have the drawback
of requiring long computation time (see, e.g., [61]). However,
a recent study reported that the time complexity of EMD and
EEMD is equivalent to the one of the Fourier transform ([62]).

In our work, a cubic spline interpolation has been used
as the envelope fitting method, for CEEMDAN, EEMD and
EMD. Other methods could be tested (see, e.g., [63] and
references inside, as well as [64]).
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IV. CONCLUSIONS

EMD is a non linear and non stationary time domain
decomposition method that has the advantage of relying on
an adaptive and data-driven algorithm. When applied on a
signal, IMFs are extracted and each one represents a narrow
band-frequency-amplitude modulation that often corresponds
to a specific physical phenomenon. However, EMD has some
drawbacks that EEMD tried to overcome. EEMD first gener-
ates an ensemble of data sets computed by adding different
realizations of a white noise with finite amplitude to the
original time series. The EMD algorithm is then applied to
each data series of the ensemble. The IMFs are computed by
averaging the respective components in each realization over
the ensemble. However, when reconstructing the signal after
the application of EEMD, residual noise is obtained. Moreover,
processing the same original signal several times with EEMD
can produce different number of modes for each application.
The CEEMDAN algorithm has very recently been proposed
to face out these problems.

In our work, images from the recent LSCI technique are
processed to extract oscillations that may be present in the time
domain. For this purpose, several image sequences recorded
in healthy subjects have been analyzed with the CEEMDAN
algorithm. Moreover, the results have been compared with the
ones obtained from EMD and EEMD algorithms.

Furthermore, LDF signals recorded simultaneously to the
LSCI data have also been studied and processed with the
CEEMDAN, EMD and EEMD algorithms. The average fre-
quencies of the oscillations obtained with these three methods
have been compared and analyzed with the ones given by LSCI
data.

The results show that values of the average frequencies
given by the CEEMDAN algorithm depend on the SNR
used in the computation but, for a given SNR, the average
frequencies found for LSCI data are close to the ones obtained
for LDF signals. By opposition, EEMD leads to average
frequencies that show low variations when the SNR is higher
than a threshold. Moreover, for a given SNR and a given
IMF, the values of the oscillation frequencies given by the
CEEMDAN algorithm are higher than the ones given by
EEMD and EMD algorithms, both for LSCI and LDF data.
Finally, the oscillation frequencies obtained with EMD on LDF
signals are found in intervals previously reported in works
based on wavelet analyses. The CEEMDAN algorithm has
the advantage of achieving a complete decomposition with no
error in the reconstruction but our study suggests that further
work is needed to gain knowledge in the adjustment of the
added noise level.
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TABLE I
AVERAGE NUMBER OF MODES GIVEN BY THECEEMDAN ALGORITHM FOR LSCI AND LDF DATA RECORDED ON THE FOREARM SKIN OF9 HEALTHY

SUBJECTS. RESULTS FOR DIFFERENT VALUES OF THESNRεk ARE PRESENTED. LSCIx× x WHEREx IS A NUMBER REFERS TO RESULTS OBTAINED

WITH LSCI DATA AVERAGED ON A ROI OF SIZEx× x PIXELS2.

εk LSCI LDF
value 1× 1 3× 3 9× 9 15× 15 23× 23 31× 31 61× 61

0.1 15 14.8 14.8 14.7 14.7 14.7 14.7 14.7
0.6 15.1 15.0 15.0 14.9 14.9 14.9 14.9 14.8
1.1 15.4 15.2 15.1 15.0 14.9 15.0 15.2 15.1
1.6 15.3 15.2 15.2 15.3 14.9 15.3 15.1 15.1
2.1 15.6 15.8 15.3 15.6 15.7 15.1 15.2 15.3
2.6 15.4 15.4 15.2 15.6 15.3 15.1 15.4 15.4
3.1 15.7 15.7 15.4 15.1 15.6 15.9 15.4 15.7
3.6 15.9 15.7 15.7 15.7 15.4 15.6 15.7 15.6
4.1 16.0 15.9 15.4 15.9 15.7 15.8 15.7 15.4
4.6 16.0 15.8 15.8 15.6 16.0 15.6 15.7 15.7

TABLE II
AVERAGE FREQUENCY(IN HZ) OF THE OSCILLATIONS COMPUTED FROMĨMF 4 TO ĨMF 13 OBTAINED WITH THE CEEMDAN ALGORITHM FOR LSCI

AND LDF DATA RECORDED ON THE FOREARM SKIN OF9 HEALTHY SUBJECTS. RESULTS FOR DIFFERENT VALUES OF THESNRεk ARE PRESENTED.
LSCI x× x WHEREx IS A NUMBER REFERS TO RESULTS OBTAINED WITHLSCI DATA AVERAGED ON A ROI OF SIZEx× x PIXELS2. THE VALUES IN

PARENTHESES CORRESPOND TO THE STANDARD DEVIATIONS.

ε
k

ROI ĨMF4 ĨMF5 ĨMF6 ĨMF7 ĨMF8 ĨMF9 ĨMF10 ĨMF11 ĨMF12 ĨMF13

value size / LDF

0.1

1 × 1 1.531 (0.071) 0.895 (0.033) 0.505 (0.025) 0.278 (0.018) 0.146 (0.011) 0.076 (0.007) 0.039 (0.006) 0.019 (0.003) 0.010 (0.002) 0.005 (0.002)
3 × 3 1.431 (0.043) 0.856 (0.031) 0.492 (0.022) 0.267 (0.014) 0.137 (0.016) 0.072 (0.009) 0.038 (0.004) 0.019 (0.002) 0.009 (0.001) 0.004 (0.001)
9 × 9 1.386 (0.112) 0.880 (0.071) 0.518 (0.029) 0.286 (0.023) 0.140 (0.021) 0.072 (0.009) 0.038 (0.004) 0.019 (0.002) 0.010 (0.002) 0.004 (0.001)

15 × 15 1.356 (0.143) 0.881 (0.084) 0.541 (0.041) 0.298 (0.025) 0.139 (0.024) 0.075 (0.012) 0.040 (0.005) 0.020 (0.003) 0.010 (0.002) 0.005 (0.0007)
23 × 23 1.335 (0.171) 0.881 (0.094) 0.544 (0.045) 0.296 (0.026) 0.138 (0.027) 0.076 (0.011) 0.040 (0.006) 0.020 (0.002) 0.010 (0.001) 0.005 (0.001)
31 × 31 1.327 (0.194) 0.877 (0.100) 0.545(0.050) 0.299 (0.026) 0.137 (0.027) 0.075 (0.013) 0.040 (0.007) 0.019 (0.003) 0.010 (0.002) 0.004 (0.001)
61 × 61 1.295 (0.210) 0.864 (0.094) 0.546 (0.042) 0.296 (0.022) 0.133 (0.024) 0.072 (0.013) 0.038 (0.006) 0.018 (0.004) 0.010 (0.001) 0.005 (0.001)

LDF 1.239 (0.115) 0.873 (0.083) 0.530 (0.047) 0.284 (0.018) 0.121 (0.012) 0.065 (0.005) 0.033 (0.003) 0.016 (0.002) 0.008 (0.001) 0.004 (0.001)

0.6

1 × 1 2.008 (0.020) 1.165 (0.030) 0.641 (0.014) 0.344 (0.004) 0.176 (0.006) 0.091 (0.003) 0.046 (0.002) 0.022 (0.002) 0.011 (0.001) 0.005 (0.0009)
3 × 3 1.997 (0.015) 1.170 (0.043) 0.642 (0.014) 0.341 (0.006) 0.165 (0.014) 0.090 (0.003) 0.045 (0.003) 0.021 (0.001) 0.010 (0.001) 0.005 (0.0009)
9 × 9 1.990 (0.036) 1.158 (0.109) 0.674 (0.044) 0.348 (0.011) 0.155 (0.019) 0.088 (0.004) 0.045 (0.003) 0.022 (0.001) 0.010 (0.001) 0.005 (0.0009)

15 × 15 1.975 (0.042) 1.152 (0.117) 0.687 (0.053) 0.352 (0.011) 0.150 (0.020) 0.088 (0.004) 0.046 (0.003) 0.022 (0.002) 0.010 (0.001) 0.005 (0.001)
23 × 23 1.955 (0.054) 1.151 (0.118) 0.691 (0.058) 0.350 (0.014) 0.150 (0.020) 0.087 (0.004) 0.046 (0.003) 0.022 (0.001) 0.010 (0.002) 0.005 (0.0009)
31 × 31 1.947 (0.059) 1.150 (0.119) 0.697 (0.054) 0.353 (0.012) 0.147 (0.020) 0.089 (0.004) 0.046 (0.002) 0.021 (0.002) 0.011 (0.001) 0.005 (0.0009)
61 × 61 1.940 (0.068) 1.148 (0.119) 0.697 (0.056) 0.349 (0.007) 0.144 (0.016) 0.088 (0.004) 0.045 (0.002) 0.021 (0.001) 0.010 (0.0008) 0.006 (0.001)

LDF 1.644 (0.142) 1.127 (0.111) 0.697 (0.076) 0.361 (0.039) 0.145 (0.021) 0.085 (0.004) 0.042 (0.002) 0.021 (0.002) 0.011 (0.0009) 0.005 (0.001)

1.1

1 × 1 2.030 (0.013) 1.206 (0.013) 0.662 (0.007) 0.349 (0.004) 0.178 (0.007) 0.091 (0.003) 0.045 (0.003) 0.021 (0.002) 0.011 (0.001) 0.005 (0.0004)
3 × 3 2.020 (0.012) 1.202 (0.035) 0.668 (0.015) 0.352 (0.011) 0.172 (0.014) 0.092 (0.005) 0.047(0.004) 0.022 (0.001) 0.010 (0.001) 0.005 (0.0008)
9 × 9 1.997 (0.031) 1.178 (0.109) 0.715 (0.053) 0.376 (0.017) 0.164 (0.019) 0.090 (0.005) 0.048 (0.004) 0.024 (0.001) 0.010 (0.001) 0.005 (0.0009)

15 × 15 2.062 (0.183) 1.170 (0.122) 0.755 (0.057) 0.394 (0.029) 0.165 (0.025) 0.090 (0.005) 0.047 (0.003) 0.022 (0.001) 0.011 (0.002) 0.006 (0.001)
23 × 23 2.062 (0.210) 1.165 (0.124) 0.782 (0.050) 0.404 (0.040) 0.168 (0.029) 0.092 (0.005) 0.049 (0.003) 0.022 (0.001) 0.011 (0.001) 0.006 (0.001)
31 × 31 2.060 (0.225) 1.165 (0.124) 0.784 (0.056) 0.405 (0.038) 0.164 (0.025) 0.091 (0.005) 0.049 (0.004) 0.023 (0.003) 0.012 (0.001) 0.005 (0.001)
61 × 61 2.004 (0.189) 1.160 (0.123) 0.791 (0.037) 0.391 (0.021) 0.156 (0.022) 0.092 (0.005) 0.048 (0.004) 0.023 (0.003) 0.011 (0.002) 0.005 (0.0008)

LDF 2.003 (0.475) 1.154 (0.113) 0.786 (0.098) 0.419 (0.051) 0.161 (0.029) 0.088 (0.005) 0.045 (0.003) 0.023 (0.003) 0.012 (0.001) 0.005 (0.001)

1.6

1 × 1 2.069 (0.135) 1.233 (0.011) 0.675 (0.007) 0.363 (0.006) 0.186 (0.008) 0.095 (0.005) 0.047 (0.004) 0.024 (0.0004) 0.012 (0.001) 0.005 (0.0005)
3 × 3 2.058 (0.118) 1.231 (0.032) 0.695 (0.027) 0.372 (0.014) 0.186 (0.018) 0.095 (0.006) 0.050 (0.005) 0.023 (0.002) 0.012 (0.002) 0.006 (0.001)
9 × 9 2.241 (0.246) 1.203 (0.115) 0.792 (0.034) 0.419 (0.025) 0.186 (0.023) 0.096 (0.006) 0.051 (0.005) 0.025 (0.002) 0.012 (0.002) 0.006 (0.002)

15 × 15 2.306 (0.274) 1.198 (0.127) 0.830 (0.050) 0.451 (0.031) 0.188 (0.032) 0.097 (0.006) 0.052 (0.006) 0.025 (0.002) 0.012 (0.002) 0.006 (0.001)
23 × 23 2.277 (0.300) 1.191 (0.128) 0.840 (0.056) 0.466 (0.043) 0.190 (0.027) 0.096 (0.005) 0.055 (0.004) 0.027 (0.003) 0.013 (0.004) 0.006 (0.001)
31 × 31 2.269 (0.317) 1.189 (0.130) 0.862 (0.065) 0.464 (0.039) 0.192 (0.032) 0.097 (0.008) 0.055 (0.007) 0.024 (0.002) 0.013 (0.003) 0.006 (0.001)
61 × 61 2.311 (0.294) 1.182 (0.128) 0.865 (0.070) 0.461 (0.042) 0.188 (0.030) 0.099 (0.007) 0.055 (0.005) 0.024 (0.002) 0.013 (0.002) 0.006 (0.001)

LDF 2.611 (0.205) 1.180 (0.115) 0.878 (0.126) 0.461 (0.068) 0.197 (0.039) 0.095 (0.007) 0.049 (0.005) 0.025 (0.005) 0.012 (0.002) 0.005 (0.001)

2.1

1 × 1 2.443 (0.041) 1.264 (0.013) 0.709 (0.033) 0.381 (0.006) 0.195 (0.005) 0.098 (0.004) 0.049 (0.003) 0.025 (0.004) 0.012 (0.001) 0.005 (0.001)
3 × 3 2.446 (0.025) 1.261 (0.035) 0.758 (0.014) 0.397 (0.016) 0.201 (0.013) 0.101 (0.006) 0.054 (0.007) 0.026 (0.002) 0.013 (0.002) 0.007 (0.001)
9 × 9 2.547 (0.074) 1.232 (0.116) 0.845 (0.054) 0.465 (0.036) 0.216 (0.023) 0.103 (0.010) 0.057 (0.006) 0.028 (0.003) 0.013 (0.002) 0.006 (0.001)

15 × 15 2.589 (0.098) 1.252 (0.176) 0.909 (0.064) 0.492 (0.035) 0.215 (0.031) 0.107 (0.009) 0.057 (0.007) 0.027 (0.003) 0.014 (0.002) 0.006 (0.001)
23 × 23 2.600 (0.117) 1.246 (0.178) 0.940 (0.055) 0.499 (0.047) 0.216 (0.027) 0.104 (0.010) 0.058 (0.006) 0.028 (0.005) 0.014 (0.002) 0.006 (0.002)
31 × 31 2.599 (0.127) 1.242 (0.183) 0.934 (0.066) 0.495 (0.033) 0.216 (0.032) 0.106 (0.006) 0.059 (0.008) 0.028 (0.005) 0.016 (0.003) 0.007 (0.002)
61 × 61 2.596 (0.142) 1.237 (0.188) 0.939 (0.059) 0.493 (0.039) 0.218 (0.026) 0.104 (0.007) 0.060 (0.007) 0.028 (0.004) 0.014 (0.002) 0.007 (0.001)

LDF 2.793 (0.153) 1.214 (0.120) 0.926 (0.122) 0.501 (0.069) 0.218 (0.034) 0.101 (0.006) 0.057 (0.008) 0.026 (0.004) 0.013 (0.002) 0.007 (0.002)
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TABLE III
AVERAGE FREQUENCY(IN HZ) OF THE OSCILLATIONS COMPUTED FROMĨMF 4 TO ĨMF 13 OBTAINED WITH THE CEEMDAN ALGORITHM FOR LSCI

AND LDF DATA RECORDED ON THE FOREARM SKIN OF9 HEALTHY SUBJECTS. RESULTS FOR DIFFERENT VALUES OF THESNRεk ARE PRESENTED.
LSCI x× x WHEREx IS A NUMBER REFERS TO RESULTS OBTAINED WITHLSCI DATA AVERAGED ON A ROI OF SIZEx× x PIXELS2. THE VALUES IN

PARENTHESES CORRESPOND TO THE STANDARD DEVIATIONS.

ε
k

ROI ĨMF4 ĨMF5 ĨMF6 ĨMF7 ĨMF8 ĨMF9 ĨMF10 ĨMF11 ĨMF12 ĨMF13

value size / LDF

2.6

1 × 1 2.558 (0.058) 1.297 (0.019) 0.759 (0.012) 0.407 (0.008) 0.214 (0.011) 0.108 (0.007) 0.053 (0.008) 0.028 (0.002) 0.014 (0.003) 0.006 (0.001)
3 × 3 2.559 (0.041) 1.297 (0.031) 0.790 (0.019) 0.428 (0.024) 0.217 (0.016) 0.111 (0.006) 0.058 (0.007) 0.029 (0.003) 0.013 (0.002) 0.007 (0.002)
9 × 9 2.665 (0.081) 1.304 (0.142) 0.932 (0.039) 0.499 (0.039) 0.235 (0.016) 0.111 (0.009) 0.062 (0.004) 0.030 (0.003) 0.015 (0.002) 0.007 (0.002)

15 × 15 2.706 (0.111) 1.302 (0.162) 0.966 (0.053) 0.526 (0.024) 0.243 (0.029) 0.114 (0.010) 0.061 (0.007) 0.030 (0.005) 0.016 (0.003) 0.008 (0.002)
23 × 23 2.716 (0.118) 1.284 (0.197) 0.979 (0.028) 0.530 (0.028) 0.236 (0.029) 0.111 (0.006) 0.059 (0.010) 0.034 (0.005) 0.015 (0.003) 0.007 (0.002)
31 × 31 2.717 (0.123) 1.277 (0.198) 0.981 (0.028) 0.527 (0.040) 0.239 (0.030) 0.116 (0.011) 0.062 (0.007) 0.031 (0.004) 0.014 (0.002) 0.008 (0.001)
61 × 61 2.707 (0.131) 1.269 (0.202) 0.990 (0.026) 0.531 (0.031) 0.235 (0.024) 0.113 (0.010) 0.064 (0.005) 0.032 (0.003) 0.016 (0.003) 0.007 (0.001)

LDF 2.917 (0.143) 1.303 (0.165) 0.958 (0.101) 0.527 (0.062) 0.237 (0.030) 0.113 (0.011) 0.058 (0.005) 0.028 (0.004) 0.015 (0.003) 0.008 (0.002)

3.1

1 × 1 2.644 (0.054) 1.351 (0.088) 0.797 (0.020) 0.432 (0.017) 0.227 (0.009) 0.120 (0.006) 0.057 (0.004) 0.032 (0.003) 0.015 (0.002) 0.007 (0.001)
3 × 3 2.665 (0.035) 1.400 (0.130) 0.816 (0.010) 0.457 (0.011) 0.236 (0.017) 0.120 (0.010) 0.063 (0.005) 0.030 (0.003) 0.015 (0.002) 0.008 (0.001)
9 × 9 2.779 (0.076) 1.382 (0.183) 0.981 (0.020) 0.516 (0.032) 0.249 (0.018) 0.117 (0.012) 0.068 (0.007) 0.034 (0.003) 0.018 (0.003) 0.009 (0.002)

15 × 15 2.816 (0.087) 1.374 (0.189) 1.003 (0.026) 0.545 (0.027) 0.258 (0.019) 0.120 (0.011) 0.068 (0.007) 0.034 (0.005) 0.017 (0.003) 0.010 (0.002)
23 × 23 2.818 (0.100) 1.327 (0.176) 1.005 (0.021) 0.539 (0.031) 0.260 (0.020) 0.123 (0.012) 0.069 (0.005) 0.035 (0.003) 0.016 (0.004) 0.008 (0.001)
31 × 31 2.832 (0.121) 1.318 (0.176) 1.003 (0.028) 0.544 (0.028) 0.256 (0.024) 0.121 (0.013) 0.070 (0.007) 0.033 (0.004) 0.017 (0.002) 0.009 (0.001)
61 × 61 2.825 (0.132) 1.319 (0.223) 1.006 (0.017) 0.554 (0.036) 0.252 (0.025) 0.122 (0.012) 0.068 (0.006) 0.034 (0.005) 0.017 (0.002) 0.009 (0.001)

LDF 2.994 (0.103) 1.402 (0.192) 0.982 (0.095) 0.548 (0.059) 0.258 (0.025) 0.116 (0.011) 0.064 (0.005) 0.031 (0.003) 0.016 (0.002) 0.009 (0.001)

3.6

1 × 1 2.740 (0.048) 1.594 (0.034) 0.825 (0.037) 0.457 (0.007) 0.242 (0.009) 0.128 (0.008) 0.063 (0.005) 0.032 (0.003) 0.018 (0.004) 0.008 (0.001)
3 × 3 2.753 (0.038) 1.542 (0.116) 0.885 (0.055) 0.485 (0.023) 0.254 (0.012) 0.123 (0.013) 0.070 (0.008) 0.033 (0.004) 0.018 (0.003) 0.008 (0.001)
9 × 9 2.860 (0.067) 1.476 (0.208) 0.999 (0.022) 0.548 (0.026) 0.265 (0.020) 0.126 (0.012) 0.071 (0.005) 0.036 (0.004) 0.018 (0.002) 0.008 (0.001)

15 × 15 2.895 (0.099) 1.469 (0.209) 1.021 (0.016) 0.556 (0.028) 0.272 (0.016) 0.125 (0.008) 0.069 (0.010) 0.033 (0.003) 0.017 (0.003) 0.008 (0.003)
23 × 23 2.906 (0.092) 1.446 (0.214) 1.021 (0.022) 0.567 (0.028) 0.269 (0.016) 0.130 (0.009) 0.071 (0.007) 0.034 (0.003) 0.017 (0.002) 0.008 (0.002)
31 × 31 2.908 (0.098) 1.446 (0.222) 1.021 (0.023) 0.561 (0.033) 0.263 (0.019) 0.129 (0.011) 0.069 (0.006) 0.034 (0.005) 0.019 (0.002) 0.008 (0.001)
61 × 61 2.896 (0.102) 1.408 (0.218) 1.027 (0.018) 0.559 (0.029) 0.272 (0.019) 0.128 (0.012) 0.073 (0.005) 0.036 (0.005) 0.018 (0.003) 0.008 (0.002)

LDF 3.054 (0.087) 1.485 (0.192) 1.008 (0.078) 0.566 (0.046) 0.271 (0.022) 0.126 (0.014) 0.067 (0.003) 0.034 (0.004) 0.017 (0.003) 0.009 (0.001)

4.1

1 × 1 2.830 (0.040) 1.647 (0.017) 0.873 (0.060) 0.473 (0.015) 0.255 (0.009) 0.133 (0.008) 0.066 (0.005) 0.032 (0.003) 0.019 (0.003) 0.009 (0.002)
3 × 3 2.828 (0.027) 1.632 (0.038) 0.942 (0.038) 0.507 (0.023) 0.263 (0.015) 0.134 (0.010) 0.072 (0.006) 0.035 (0.005) 0.019 (0.001) 0.008 (0.0009)
9 × 9 2.919 (0.064) 1.545 (0.195) 1.014 (0.010) 0.575 (0.025) 0.278 (0.014) 0.138 (0.012) 0.073 (0.004) 0.036 (0.003) 0.018 (0.003) 0.009 (0.001)

15 × 15 2.967 (0.074) 1.532 (0.198) 1.026 (0.018) 0.579 (0.016) 0.280 (0.014) 0.132 (0.010) 0.074 (0.005) 0.038 (0.004) 0.017 (0.004) 0.009 (0.001)
23 × 23 2.974 (0.087) 1.496 (0.224) 1.031 (0.016) 0.578 (0.025) 0.273 (0.014) 0.137 (0.010) 0.076 (0.006) 0.039 (0.005) 0.018 (0.003) 0.009 (0.002)
31 × 31 2.980 (0.082) 1.485 (0.218) 1.035 (0.018) 0.578 (0.027) 0.278 (0.015) 0.133 (0.011) 0.074 (0.006) 0.038 (0.002) 0.019 (0.001) 0.009 (0.002)
61 × 61 2.962 (0.092) 1.467 (0.218) 1.040 (0.016) 0.578 (0.027) 0.273 (0.021) 0.132 (0.009) 0.072 (0.005) 0.037 (0.002) 0.019 (0.002) 0.009 (0.002)

LDF 3.100 (0.072) 1.605 (0.152) 1.030 (0.046) 0.578 (0.049) 0.276 (0.018) 0.134 (0.009) 0.072 (0.006) 0.037 (0.005) 0.018 (0.003) 0.009 (0.001)

4.6

1 × 1 2.889 (0.040) 1.686 (0.023) 0.942 (0.022) 0.507 (0.014) 0.263 (0.009) 0.138 (0.007) 0.065 (0.005) 0.033 (0.004) 0.018 (0.003) 0.009 (0.001)
3 × 3 2.899 (0.032) 1.683 (0.021) 0.973 (0.016) 0.532 (0.021) 0.276 (0.012) 0.135 (0.010) 0.075 (0.003) 0.036 (0.002) 0.018 (0.003) 0.010 (0.001)
9 × 9 2.997 (0.059) 1.665 (0.076) 1.028 (0.015) 0.569 (0.021) 0.283 (0.014) 0.144 (0.010) 0.075 (0.007) 0.039 (0.003) 0.020 (0.004) 0.009 (0.001)

15 × 15 3.014 (0.067) 1.590 (0.178) 1.040 (0.013) 0.578 (0.015) 0.287 (0.018) 0.141 (0.008) 0.076 (0.006) 0.036 (0.004) 0.020 (0.002) 0.010 (0.001)
23 × 23 3.020 (0.070) 1.615 (0.150) 1.046 (0.020) 0.590 (0.018) 0.287 (0.013) 0.144 (0.006) 0.076 (0.004) 0.038 (0.004) 0.019 (0.002) 0.010 (0.001)
31 × 31 3.025 (0.082) 1.564 (0.198) 1.046 (0.020) 0.591 (0.018) 0.294 (0.015) 0.142 (0.009) 0.075 (0.005) 0.039 (0.004) 0.017 (0.002) 0.010 (0.001)
61 × 61 3.012 (0.082) 1.513 (0.231) 1.047 (0.014) 0.579 (0.026) 0.288 (0.017) 0.142 (0.008) 0.078 (0.004) 0.038 (0.002) 0.018 (0.002) 0.009 (0.002)

LDF 3.136 (0.057) 1.674 (0.078) 1.038 (0.041) 0.577 (0.034) 0.293 (0.019) 0.138 (0.010) 0.073 (0.005) 0.038 (0.003) 0.019 (0.002) 0.010 (0.002)

TABLE IV
AVERAGE FREQUENCY(IN HZ) OF THE OSCILLATIONS COMPUTED FROMIMF4 TO IMF10 OBTAINED WITH THE EMD ALGORITHM FOR LSCI AND
LDF DATA RECORDED ON THE FOREARM SKIN OF9 HEALTHY SUBJECTS. LSCIx× x WHEREx IS A NUMBER REFERS TO RESULTS OBTAINED WITH

LSCI DATA AVERAGED ON A ROI OF SIZEx× x PIXELS2. THE VALUES IN PARENTHESES CORRESPOND TO THE STANDARD DEVIATIONS.

ROI IMF4 IMF5 IMF6 IMF7 IMF8 IMF9 IMF10

size / LDF
1 × 1 1.391 (0.095) 0.809 (0.090) 0.457 (0.071) 0.249 (0.044) 0.130 (0.025) 0.070 (0.017) 0.035 (0.008)
3 × 3 1.174 (0.089) 0.662 (0.071) 0.353 (0.054) 0.179 (0.042) 0.092 (0.024) 0.048 (0.013) 0.025 (0.007)
9 × 9 1.084 (0.076) 0.634 (0.067) 0.336 (0.062) 0.164 (0.052) 0.086 (0.030) 0.044 (0.018) 0.023 (0.012)

15 × 15 1.096 (0.124) 0.670 (0.127) 0.374 (0.103) 0.188 (0.086) 0.101 (0.056) 0.053 (0.029) 0.028 (0.018)
23 × 23 1.077 (0.141) 0.657 (0.109) 0.357 (0.086) 0.178 (0.071) 0.097 (0.042) 0.052 (0.025) 0.027 (0.015)
31 × 31 1.044 (0.176) 0.616 (0.160) 0.348 (0.158) 0.176 (0.104) 0.097 (0.062) 0.053 (0.040) 0.027 (0.024)
61 × 61 1.021 (0.105) 0.601 (0.106) 0.333 (0.110) 0.174 (0.095) 0.095 (0.058) 0.047 (0.029) 0.024 (0.017)

LDF 0.502 (0.114) 0.228 (0.085) 0.109 (0.043) 0.056 (0.023) 0.027 (0.013) 0.014 (0.006) 0.007 (0.003)
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TABLE V
AVERAGE FREQUENCY(IN HZ) OF THE OSCILLATIONS COMPUTED FROMIMF 4 TO IMF 13 OBTAINED WITH THE EEMD ALGORITHM FOR LSCI AND

LDF DATA RECORDED ON THE FOREARM SKIN OF9 HEALTHY SUBJECTS. RESULTS FOR DIFFERENT VALUES OF THESNRεk ARE PRESENTED. LSCI
x× x WHEREx IS A NUMBER REFERS TO RESULTS OBTAINED WITHLSCI DATA AVERAGED ON A ROI OF SIZEx× x PIXELS2. THE VALUES IN

PARENTHESES CORRESPOND TO THE STANDARD DEVIATIONS.

ε
k

ROI IMF4 IMF5 IMF6 IMF7 IMF8 IMF9 IMF10 IMF11

value size / LDF

0.1

1 × 1 1.374 (0.046) 0.794 (0.048) 0.447 (0.030) 0.242 (0.022) 0.127 (0.016) 0.066 (0.010) 0.034 (0.007) 0.017 (0.004)
3 × 3 1.224 (0.064) 0.689 (0.051) 0.370 (0.037) 0.188 (0.034) 0.099 (0.016) 0.051 (0.010) 0.027 (0.006) 0.012 (0.003)
9 × 9 1.137 (0.097) 0.642 (0.058) 0.349 (0.052) 0.171 (0.053) 0.090 (0.027) 0.050 (0.018) 0.025 (0.010) 0.013 (0.006)

15 × 15 1.122 (0.108) 0.635 (0.073) 0.344 (0.072) 0.167 (0.058) 0.090 (0.030) 0.049 (0.021) 0.025 (0.010) 0.012 (0.007)
23 × 23 1.124 (0.134) 0.641 (0.110) 0.352 (0.089) 0.172 (0.074) 0.095 (0.040) 0.050 (0.024) 0.026 (0.014) 0.013 (0.008)
31 × 31 1.120 (0.137) 0.640 (0.116) 0.350 (0.094) 0.172 (0.075) 0.094 (0.040) 0.050 (0.025) 0.027 (0.015) 0.014 (0.008)
61 × 61 1.098 (0.118) 0.615 (0.105) 0.335 (0.084) 0.160 (0.069) 0.090 (0.040) 0.047 (0.023) 0.024 (0.014) 0.013 (0.008)

LDF 0.657 (0.033) 0.330 (0.030) 0.137 (0.029) 0.072 (0.010) 0.035 (0.004) 0.018 (0.004) 0.008 (0.002) 0.004 (0.0009)

0.6

1 × 1 1.271 (0.026) 0.722 (0.035) 0.395 (0.018) 0.211 (0.016) 0.111 (0.011) 0.058 (0.008) 0.028 (0.005) 0.014 (0.002)
3 × 3 1.185 (0.055) 0.663 (0.037) 0.354 (0.027) 0.178 (0.029) 0.095 (0.011) 0.048 (0.007) 0.024 (0.004) 0.011 (0.003)
9 × 9 1.148 (0.112) 0.630 (0.040) 0.335 (0.039) 0.160 (0.042) 0.086 (0.019) 0.046 (0.012) 0.023 (0.006) 0.011 (0.004)

15 × 15 1.146 (0.115) 0.628 (0.046) 0.330 (0.050) 0.156 (0.044) 0.087 (0.021) 0.046 (0.015) 0.023 (0.008) 0.012 (0.005)
23 × 23 1.147 (0.116) 0.625 (0.056) 0.328 (0.049) 0.155 (0.047) 0.086 (0.023) 0.046 (0.016) 0.023 (0.009) 0.012 (0.006)
31 × 31 1.147 (0.116) 0.623 (0.058) 0.326 (0.049) 0.154 (0.047) 0.086 (0.023) 0.046 (0.017) 0.023 (0.009) 0.012 (0.005)
61 × 61 1.143 (0.115) 0.608 (0.067) 0.319 (0.049) 0.148 (0.046) 0.083 (0.022) 0.045 (0.017) 0.022 (0.009) 0.011 (0.005)

LDF 1.054 (0.099) 0.502 (0.025) 0.227 (0.030) 0.107 (0.010) 0.056 (0.007) 0.028 (0.003) 0.014 (0.001) 0.008 (0.001)

1.1

1 × 1 1.191 (0.027) 0.656 (0.029) 0.352 (0.011) 0.183 (0.010) 0.096 (0.006) 0.049 (0.004) 0.025 (0.002) 0.012 (0.001)
3 × 3 1.154 (0.048) 0.632 (0.025) 0.333 (0.015) 0.164 (0.021) 0.090 (0.007) 0.045 (0.005) 0.022 (0.003) 0.010 (0.002)
9 × 9 1.136 (0.113) 0.626 (0.038) 0.325 (0.022) 0.148 (0.028) 0.083 (0.010) 0.044 (0.007) 0.022 (0.004) 0.011 (0.003)

15 × 15 1.139 (0.118) 0.631 (0.037) 0.318 (0.025) 0.146 (0.031) 0.082 (0.012) 0.043 (0.008) 0.022 (0.004) 0.010 (0.003)
23 × 23 1.141 (0.119) 0.634 (0.049) 0.319 (0.026) 0.146 (0.034) 0.082 (0.012) 0.043 (0.009) 0.022 (0.006) 0.010 (0.003)
31 × 31 1.141 (0.118) 0.633 (0.046) 0.317 (0.025) 0.145 (0.033) 0.083 (0.012) 0.043 (0.010) 0.021 (0.006) 0.010 (0.003)
61 × 61 1.139 (0.118) 0.622 (0.040) 0.311 (0.026) 0.140 (0.031) 0.081 (0.013) 0.042 (0.009) 0.020 (0.006) 0.010 (0.003)

LDF 1.102 (0.114) 0.561 (0.024) 0.270 (0.016) 0.116 (0.012) 0.065 (0.004) 0.031 (0.003) 0.015 (0.002) 0.008 (0.001)

1.6

1 × 1 1.122 (0.026) 0.627 (0.022) 0.334 (0.011) 0.172 (0.010) 0.090 (0.006) 0.045 (0.004) 0.023 (0.001) 0.012 (0.001)
3 × 3 1.123 (0.045) 0.615 (0.016) 0.323 (0.009) 0.157 (0.016) 0.086 (0.004) 0.043 (0.004) 0.021 (0.002) 0.010 (0.001)
9 × 9 1.132 (0.113) 0.623 (0.042) 0.320 (0.011) 0.144 (0.022) 0.083 (0.007) 0.042 (0.005) 0.022 (0.004) 0.010 (0.002)

15 × 15 1.137 (0.119) 0.630 (0.049) 0.312 (0.015) 0.141 (0.025) 0.082 (0.007) 0.042 (0.005) 0.021 (0.003) 0.010 (0.002)
23 × 23 1.139 (0.120) 0.633 (0.060) 0.314 (0.014) 0.138 (0.023) 0.081 (0.008) 0.042 (0.006) 0.021 (0.004) 0.010 (0.003)
31 × 31 1.139 (0.119) 0.632 (0.065) 0.314 (0.014) 0.139 (0.023) 0.081 (0.008) 0.042 (0.005) 0.020 (0.004) 0.010 (0.002)
61 × 61 1.138 (0.119) 0.628 (0.064) 0.308 (0.016) 0.136 (0.021) 0.081 (0.008) 0.041 (0.006) 0.019 (0.004) 0.010 (0.002)

LDF 1.109 (0.112) 0.590 (0.040) 0.287 (0.013) 0.122 (0.015) 0.070 (0.003) 0.033 (0.002) 0.017 (0.002) 0.008 (0.001)

2.1

1 × 1 1.100 (0.012) 0.614 (0.013) 0.323 (0.010) 0.165 (0.008) 0.087 (0.004) 0.042 (0.003) 0.021 (0.001) 0.011 (0.001)
3 × 3 1.117 (0.042) 0.608 (0.011) 0.320 (0.007) 0.155 (0.015) 0.084 (0.004) 0.042 (0.004) 0.021 (0.002) 0.010 (0.001)
9 × 9 1.131 (0.111) 0.617 (0.043) 0.315 (0.010) 0.140 (0.017) 0.082 (0.006) 0.041 (0.004) 0.020 (0.002) 0.010 (0.002)

15 × 15 1.136 (0.118) 0.632 (0.057) 0.312 (0.010) 0.137 (0.019) 0.081 (0.006) 0.041 (0.004) 0.020 (0.003) 0.010 (0.002)
23 × 23 1.138 (0.120) 0.632 (0.069) 0.313 (0.009) 0.136 (0.018) 0.082 (0.005) 0.042 (0.004) 0.020 (0.002) 0.010 (0.002)
31 × 31 1.137 (0.118) 0.631 (0.070) 0.311 (0.010) 0.135 (0.016) 0.082 (0.006) 0.041 (0.004) 0.020 (0.003) 0.010 (0.002)
61 × 61 1.138 (0.119) 0.636 (0.069) 0.309 (0.011) 0.133 (0.016) 0.082 (0.005) 0.041 (0.004) 0.019 (0.003) 0.010 (0.002)

LDF 1.111 (0.111) 0.607 (0.048) 0.294 (0.010) 0.123 (0.016) 0.074 (0.003) 0.035 (0.001) 0.017 (0.002) 0.009 (0.001)

TABLE VI
AVERAGE FREQUENCY(IN HZ) OF THE OSCILLATIONS COMPUTED FROMIMF 4 TO IMF 13 OBTAINED WITH THE EEMD ALGORITHM FOR LSCI AND
LDF DATA RECORDED ON THE FOREARM SKIN OF9 HEALTHY SUBJECTS. RESULTS FOR DIFFERENT VALUES OF THESNRεk ARE PRESENTED. LSCI

x× x WHEREx IS A NUMBER REFERS TO RESULTS OBTAINED WITHLSCI DATA AVERAGED ON A ROI OF SIZEx× x PIXELS2. THE VALUES IN

PARENTHESES CORRESPOND TO THE STANDARD DEVIATIONS.

ε
k

ROI IMF4 IMF5 IMF6 IMF7 IMF8 IMF9 IMF10 IMF11

value size / LDF

2.6

1 × 1 1.093 (0.011) 0.608 (0.012) 0.322 (0.007) 0.163 (0.007) 0.085 (0.005) 0.042 (0.004) 0.021 (0.001) 0.011 (0.001)
3 × 3 1.106 (0.031) 0.610 (0.013) 0.316 (0.009) 0.153 (0.013) 0.083 (0.004) 0.042 (0.003) 0.020 (0.001) 0.009 (0.001)
9 × 9 1.129 (0.110) 0.619 (0.046) 0.314 (0.006) 0.138 (0.016) 0.083 (0.005) 0.041 (0.003) 0.020 (0.001) 0.009 (0.001)

15 × 15 1.137 (0.118) 0.630 (0.066) 0.311 (0.005) 0.135 (0.015) 0.081 (0.006) 0.042 (0.003) 0.020 (0.002) 0.009 (0.001)
23 × 23 1.137 (0.119) 0.634 (0.074) 0.309 (0.007) 0.133 (0.014) 0.081 (0.005) 0.041 (0.003) 0.020 (0.002) 0.009 (0.002)
31 × 31 1.136 (0.119) 0.636 (0.071) 0.308 (0.008) 0.133 (0.015) 0.083 (0.006) 0.042 (0.003) 0.019 (0.002) 0.010 (0.002)
61 × 61 1.135 (0.118) 0.634 (0.070) 0.308 (0.007) 0.133 (0.016) 0.082 (0.005) 0.042 (0.003) 0.019 (0.002) 0.010 (0.002)

LDF 1.112 (0.109) 0.617 (0.057) 0.298 (0.011) 0.125 (0.016) 0.075 (0.003) 0.036 (0.001) 0.017 (0.002) 0.009 (0.001)

3.1

1 × 1 1.094 (0.010) 0.606 (0.007) 0.320 (0.006) 0.163 (0.007) 0.086 (0.004) 0.042 (0.004) 0.020 (0.0007) 0.011 (0.001)
3 × 3 1.114 (0.043) 0.608 (0.011) 0.315 (0.010) 0.151 (0.012) 0.084 (0.004) 0.042 (0.002) 0.020 (0.001) 0.010 (0.0008)
9 × 9 1.129 (0.112) 0.616 (0.043) 0.309 (0.006) 0.137 (0.015) 0.082 (0.006) 0.041 (0.002) 0.020 (0.001) 0.009 (0.001)

15 × 15 1.135 (0.117) 0.630 (0.067) 0.306 (0.007) 0.135 (0.015) 0.082 (0.006) 0.041 (0.003) 0.020 (0.002) 0.009 (0.0009)
23 × 23 1.136 (0.118) 0.633 (0.071) 0.310 (0.006) 0.134 (0.016) 0.082 (0.005) 0.041 (0.002) 0.019 (0.002) 0.009 (0.001)
31 × 31 1.135 (0.119) 0.636 (0.073) 0.311 (0.007) 0.132 (0.014) 0.084 (0.005) 0.042 (0.003) 0.019 (0.002) 0.010 (0.002)
61 × 61 1.137 (0.118) 0.635 (0.075) 0.311 (0.006) 0.132 (0.014) 0.083 (0.005) 0.041 (0.003) 0.018 (0.002) 0.010 (0.002)

LDF 1.113 (0.110) 0.614 (0.054) 0.300 (0.012) 0.127 (0.017) 0.077 (0.004) 0.037 (0.001) 0.018 (0.001) 0.009 (0.001)

3.6

1 × 1 1.094 (0.010) 0.607 (0.007) 0.320 (0.007) 0.162 (0.008) 0.084 (0.004) 0.040 (0.003) 0.020 (0.001) 0.010 (0.0007)
3 × 3 1.114 (0.043) 0.604 (0.016) 0.312 (0.008) 0.150 (0.011) 0.083 (0.004) 0.041 (0.003) 0.019 (0.001) 0.009 (0.0008)
9 × 9 1.129 (0.111) 0.616 (0.050) 0.312 (0.006) 0.138 (0.015) 0.083 (0.006) 0.041 (0.003) 0.020 (0.0009) 0.009 (0.001)

15 × 15 1.136 (0.117) 0.631 (0.065) 0.309 (0.006) 0.135 (0.015) 0.082 (0.006) 0.042 (0.003) 0.019 (0.001) 0.009 (0.001)
23 × 23 1.137 (0.119) 0.633 (0.071) 0.311 (0.005) 0.132 (0.014) 0.082 (0.006) 0.041 (0.002) 0.019 (0.001) 0.009 (0.001)
31 × 31 1.137 (0.118) 0.636 (0.073) 0.310 (0.007) 0.133 (0.013) 0.083 (0.006) 0.042 (0.002) 0.019 (0.002) 0.009 (0.001)
61 × 61 1.137 (0.118) 0.637 (0.073) 0.309 (0.007) 0.130 (0.012) 0.083 (0.005) 0.042 (0.003) 0.019 (0.002) 0.010 (0.001)

LDF 1.111 (0.110) 0.626 (0.069) 0.299 (0.012) 0.128 (0.016) 0.078 (0.005) 0.038 (0.001) 0.018 (0.002) 0.009 (0.001)

4.1

1 × 1 1.089 (0.008) 0.603 (0.006) 0.318 (0.004) 0.164 (0.008) 0.085 (0.002) 0.040 (0.002) 0.020 (0.0009) 0.010 (0.0009)
3 × 3 1.102 (0.025) 0.603 (0.011) 0.316 (0.007) 0.151 (0.013) 0.083 (0.004) 0.041 (0.002) 0.020 (0.001) 0.009 (0.001)
9 × 9 1.129 (0.108) 0.621 (0.042) 0.311 (0.006) 0.140 (0.015) 0.082 (0.005) 0.041 (0.002) 0.020 (0.001) 0.009 (0.001)

15 × 15 1.133 (0.116) 0.631 (0.066) 0.312 (0.005) 0.134 (0.013) 0.083 (0.006) 0.042 (0.002) 0.020 (0.001) 0.009 (0.0009)
23 × 23 1.138 (0.118) 0.632 (0.073) 0.309 (0.007) 0.133 (0.013) 0.082 (0.005) 0.042 (0.003) 0.019 (0.001) 0.009 (0.001)
31 × 31 1.138 (0.119) 0.635 (0.073) 0.311 (0.009) 0.132 (0.012) 0.083 (0.004) 0.042 (0.002) 0.019 (0.001) 0.009 (0.001)
61 × 61 1.136 (0.119) 0.637 (0.074) 0.307 (0.006) 0.131 (0.012) 0.083 (0.004) 0.042 (0.002) 0.018 (0.001) 0.010 (0.001)

LDF 1.113 (0.110) 0.629 (0.066) 0.303 (0.013) 0.127 (0.014) 0.079 (0.004) 0.038 (0.001) 0.018 (0.002) 0.009 (0.001)

4.6

1 × 1 1.093 (0.009) 0.605 (0.005) 0.318 (0.005) 0.160 (0.005) 0.084 (0.003) 0.042 (0.004) 0.020 (0.001) 0.010 (0.001)
3 × 3 1.108 (0.040) 0.606 (0.011) 0.313 (0.005) 0.152 (0.012) 0.083 (0.004) 0.042 (0.002) 0.019 (0.0007) 0.010 (0.001)
9 × 9 1.129 (0.109) 0.618 (0.046) 0.315 (0.004) 0.136 (0.013) 0.082 (0.005) 0.041 (0.003) 0.020 (0.001) 0.009 (0.001)

15 × 15 1.134 (0.115) 0.631 (0.064) 0.311 (0.008) 0.135 (0.013) 0.082 (0.006) 0.042 (0.003) 0.019 (0.0009) 0.009 (0.0008)
23 × 23 1.135 (0.117) 0.634 (0.066) 0.313 (0.005) 0.135 (0.014) 0.083 (0.005) 0.043 (0.002) 0.019 (0.001) 0.009 (0.0007)
31 × 31 1.139 (0.117) 0.635 (0.069) 0.311 (0.008) 0.132 (0.013) 0.082 (0.005) 0.041 (0.003) 0.019 (0.001) 0.009 (0.001)
61 × 61 1.136 (0.116) 0.639 (0.073) 0.310 (0.008) 0.131 (0.012) 0.083 (0.004) 0.042 (0.002) 0.018 (0.002) 0.009 (0.001)

LDF 1.115 (0.111) 0.631 (0.068) 0.304 (0.011) 0.128 (0.017) 0.080 (0.005) 0.038 (0.001) 0.018 (0.001) 0.010 (0.001)




